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Abstract. Up-to-date information plays a crucial role in modern linguistic research. For this reason,
computational linguistic methods, including those aided with analytical and machine-learning tools, are at-
tracting growing attention. Some of their applications in cognitive-discursive linguistics are keyword extrac-
tion, topic modelling, and content analysis. Text-mining tools facilitate time-consuming linguistic work and
add to the results’ reliability and greater statistical precision by processing a significantly larger data volume.
Most studies, however, have overlooked interference of socially significant but context-irrelevant (e.g. polit-
ical) information into a specialized discourse by focusing mainly on one data format. The current study,
aimed at topic modelling, has been carried out on the computer security discourse. We have implemented the
project on the KNIME analytical platform. The model enables comparison between topics extracted from
published articles and date-specific RSS news feeds. The study provides important insights into infodemiol-
ogy and political incidental news exposure occurring in computer-security-oriented RSS feeds on the
Kaspersky website but untraceable in the papers published on the same website in a PDF format. The results
reported here provide further evidence for the need to consider the hypercontext of professional communica-
tion and employ real-time data in solving similar problems within cognitive-discursive linguistics.

Our contribution to the development of cognitive-discursive linguistics is the method for comparing
topics within one discourse, taking into account near-real-time data. For computational linguistics, the signif-
icance of our work lies in describing a new application of the topic extraction workflow freely available on
the KNIME hub.

Key words: topic modelling; computer security discourse; KNIME; infodemiology; political inci-
dental news exposure; content analysis; RSS feeds; cognitive-discursive linguistics.

Introduction uments that provide users with new, frequently up-
The Internet is generally regarded as the leading dated news content automatically and allow users to
information repository and plays a crucial role in  subscribe to it” [Gustafson et al. 2008: 232].
news transfer. One of the methods for targeted news According to Y.C. Wu [Wu 2017], large and
tracking and coping with an overwhelming amount wide-coverage news corpora are attracting growing
of information is RSS feeds, “which are XML doc- attention “in many research domains, including in-
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formation retrieval, language modelling, question
answering, and named entity recognition” because
they provide big data for information retrieval and
knowledge discovery. A. Chudinov et al. have pro-
vided the most in-depth analysis of the political and
media discourses. They examined the dominant val-
ues determined by national and cultural traditions
and the dominant ideology in society in a given pe-
riod [Chudinov et al. 2021; Mukhametzyanova et al.
2020]. They prove the presence of a potential ideo-
logical component of meaning in the semantics of
the newspaper titles, highlighting their ability to re-
flect the era’s cultural and historical realities. This
makes it possible to attribute the news article titles to
artefacts of the period [Mukhametzyanova, Mardie-
va, Chudinov 2020] and boost the researchers’ inter-
est to discover historical and sociological trends
through their discursive representation.

The specificity of the news media discourse is
featured by A. Photiou et al., who claim that novel
and politically oriented content propagates faster due
to its broad appeal [Photiou et al. 2021]; thus, it is
highly influential in opinion shaping. The power of
the news and media discourse to manipulate peo-
ple’s opinions, beliefs, sentiments, and political
views triggers interest in currently developing theo-
ries of Infodemiology and Political Incidental News
Exposure. The former refers to using real-time infor-
mation across the Internet, mainly social media, in in-
forming public policy and influencing individuals’ in-
tentions [Liew, Lee 2021]. The latter is defined as “ex-
posure to information that people encounter without
actively seeking for it” [Matthes et al. 2020: 770].

Our paper explores the relationship between top-
ics covered in the computer security texts published
on the Kaspersky website! in two formats: popular
scientific articles and RSS (news) feeds. We discuss
the issue of Infodemiology and Political Incidental
News Exposure in the computer security discourse
triggered by the Russian — Ukraine conflict (Febru-
ary - March 2022). Citizens experience infodemiol-
ogy and incidental news exposure when they see
political information in situations where they use
media for other purposes (in our case, updating their
knowledge about computer security) than political
ones [Matthes et al. 2020]. This work contributes to
the research of the ideological component in media
discourse and reveals susceptibility to political bias
in professional communication.

Computer security discourse has been deeply
studied from the cognitive-discursive perspective as
permeated by metaphors [Isaeva et al. 2022; Isaeva
2019; Isaeva, Crawford 2019]. A neglected area in
this field is the refraction of the computer security
professional communication while embedding it into
the social and political context, which make up the
hyper context.
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Cognitive-discursive research on linguistic and
extralinguistic peculiarities traditionally relies on a
manual categorisation of the language units, con-
ducting opinion polls, surveys, interviews, or focus
group discussions. This makes the research time
consuming and, consequently, outdated when the
study is aimed at highlighting the current social
trends. T. Liew and C. Lee suggest “using data from
social media platforms [...], where researchers can
collect near-real-time information that reflects pre-
vailing perspectives and sentiments in the communi-
ty” [Liew, Lee 2021: 2]. In our project, we follow
this hint and address online publications and RSS
feeds to obtain up-to-date news occurring on the
Kaspersky website in a real-time mode.

This article is organised as follows: after the In-
troduction providing the background for the current
study, we describe computational-linguistic Methods
used in our experiment with a brief overview of other
projects relying on similar methods and software.
Next, we provide the results of the Computer securi-
ty knowledge-mining experiment, supplying them
with our interpretation in the Discussion section.

1. Methods

The paper is written on the interface of cognitive-
discursive and computational linguistics and is cen-
tred around the computer security discourse, content
analysis, natural language processing, text mining,
and knowledge mining. To reach the goal, we apply
modern methods and analytical instruments of com-
putational linguistics and make cognitive discursive
inferences.
Data analysis has been implemented within the ma-
chine learning principles. G. Ertek and L. Kailas
define machine learning as computer algorithms re-
lying on training and capable of identifying patterns,
determining insights, and predicting [Ertek, Kailas:
2021]. Unsupervised machine learning “aims to dis-
cover patterns or structures in a dataset without con-
sidering any target attribute” [Ertek, Kailas 2021: 8-
9]. Unsupervised machine learning implemented as
text mining, i.e. automated retrieving knowledge
from natural language texts, can be used for extract-
ing keywords from various sources and tracking the
evolution of a topic over time [Sebestyén, Domokos,
Abonyi 2020] or text clustering and reviling differ-
ent topics in texts united by a common theme and
genre [Lee, Lim 2021]. This machine learning tech-
nique of topic modelling is focused on identifying
critical topics from textual data based on statistical
probability and correlations among words. The
method reminds traditional linguistic thematic or
content analysis. However, unlike thematic analysis,
computer-aided topic modelling does not require man-
ual labour to classify textual data, is appropriate for
large volumes of texts [Liew, Lee 2021], hence enables
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efficient data management, greater transparency, and
enhanced knowledge [Flores-Ruiz et al. 2021].

For the project discussed in the current paper, the
data were collected following the topic modelling
method implemented via the Konstanz Information
Miner (KNIME), an open-source statistical and data
mining platform for data pre-processing, analysing,
integration, modelling, and visualisation [Flores-
Ruiz et al. 2021]. The software is applicable to data
of various types, including natural language texts
provided in different formats (text documents,
spreadsheets, hyperlinks, and others). Recent devel-
opments regarding using KNIME for text-mining
purposes have led to a range of multidisciplinary
projects. For example, V. N. Dancy-Scott et al. used
KNIME to “evaluate the evolving use of HIV-
related language in abstracts presented at the IAC
from 1989 to 2014” [Dancy-Scott et al. 2018: 1].
They used a text mining module to create a termi-
nology corpus of key HIV terms grouped into expert
categories. The team has also applied the Tableau?
visualisation software to analyse terms’ frequencies
and visualise the data with line graphs and word
clouds [Dancy-Scott et al. 2018].

Another representative example of using KNIME
for text mining is the cyberbullying detection model.
The holistic multi-dimensional approach “takes into
account individual-based, social network-based, epi-
sode-based and linguistic content-based cyberbully-
ing features” [Liu, Zavarsky et al. 2019: 404]. The
model has been tested on 922 episodes with 59459
comments from Instagram.

A project devoted to the topic modelling follow-
ing keywords extraction was implemented by
Sebestyén et al., who employed the Multi-document
summarisation method to extract information from
multiple texts written on the same topic. “The purpose
of the method is to objectively explore the relationships
between documents, identify key topics and compare
documents according to the explored set of focal
points” [Sebestyén et al. 2020: 2]. Then, the authors
used a graph-based approach to extract keywords, gen-
erated NGrams of these words, and clustered the words
based on the latent Dirichlet allocation (LDA) genera-
tive statistical model [Sebestyén et al. 2020].

From the cognitive-discursive linguistic perspec-
tive, the data in our project were subjected to content
analysis, which, according to E. Budaev, occupies an
important place in modern studies of media and
puulitical communication. The method is described as
quantitative, ontologically focused on realism and the
manifestation of political reality in the text, static rep-
resentation of the text’s semantics, verified by math-
ematical methods, statistical regularities without dig-

20

ging into the context [Budaev 2017]. In our case,
these principles were implemented in the KNIME-
aided model of topic extraction and modelling.

2. Results of the computer security knowledge-
mining experiment

The experimental design used in the current study
refers to computational linguistics. The approach is
mainly based on the “Topic Extraction: Optimising
the Number of Topics with the Elbow Method”
[Dewi, Thiel 2017] and a respective sample model
of the workflow provided via the KNIME hub?.

The model is adapted to extract topics from the
papers on computer security provided on the White-
papers repository?, and the RSS feeds’ of the
Kaspersky website®. To obtain the static data inde-
pendent of the date the experiment takes place, thus
less susceptible to sentiment bias, we provided the
first sub-workflow with the papers published online
on the Whitepapers repository in a PDF format. This
sub-workflow will be used as a reference model,
typical of the Kaspersky website publications. For
diachronic data with daily updates, thus capturing
spontaneous and nonregular deviations from the ref-
erence model, we refer to the RSS news feeds pre-
sent on March 13, 2022.

Thus, the experimental input data on the experi-
ment comprise nine text files in PDF format (the
most recently published articles), and six URLs of RSS
feeds. The output includes scatter plots indicating the
optimal number of clusters per workflow, two tables
providing the distribution of the keywords into clusters
(one per each sub-workflow), and word clouds repre-
senting the keywords in a certain cluster.

To illustrate the algorithm of natural language
processing and knowledge mining employing the
chosen KNIME model, we briefly describe the pro-
cess stages. For a deeper analysis of the workflow,
one should address the developers’ article [Dewi,
Thiel 2017]. Fig. 1 gives an overview of the first
sub-workflow linked to the PDF files. We use the
PDF Parser node to recognise PDF documents. A
separate record is created for each file, metadata is
extracted, and the full text is recognised using the
PDFBox library.

Text pre-processing is started by the Pre-
processing node, which has one input port and splits
the process into two streams. Stream 1 starts with a
vector representation of the document (i.e. Docu-
ment Vector).

Fig. 2 illustrates how the documents are merged
and split into separate words. All the words are recog-
nised as separate units in the PDF texts uploaed. Fig. 3

illustrates the words arranged in the form of a vector.
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Fig. 1. The sub-workflow of knowledge retrieval from PDF files

Vector Hashing  Flow Variables

optimizes | business-oriented | extra | routine | unavailable | complement | ioa | eJective | provision | cloud- | whatsoever | controlled | eTciencies | physically | cloud-assisted | “verdicts | prevents |
investor | foster | alected | penalty | fine | non-existent | immature | associated | aecting | 360-degree | generating | constant | vigilance | cost-eJective | machine-learning | immunity | unseen |
competitor | unfair | adaptable | eDectively | overw helmmg | “situational | lesson | dillerentiate | 3integrated | stability | avoidance | stall | turnover | organi L | technol 1| |
competence | guidance | deploys | build-up | fully- | technologies | siloe | | journey | ’s | serious | pressure | undergo | creation | integral | play | continually |

peration | “detection | eve volving | cyber-incident | harmony | predictive \mom ate |j0b| | rating | D | | gnty | | subjective | opinion |
nnth« | represent | nor | endorsement | alliates | solutions | near | | | data-powered | globallv | theft | resource-intensive | computation | start-up |
i | hardest | sci based | | artificial | element | m!\nuon | cope | imaginative | \endor s | lab’s | widest | cybersecurity-related | stream | voluntary | fastest | reduction |
ignature-based | accept | | astraea | | figl | gigabyte | daily | s | terabyte | | multi- | ple | object’s | calculate | collective | worse |

initially | query | fig | fine-tune | atcumu.late | inventive | evasion | intervention | similarly | | send | | | caching | “footprints | writer | server-side | polymorphism |
minor | disassociate | publish | absolute | ty | avail | | identical | poty ble | non-leaf | node | leaf | portable | average | algorithm.-specific | inbound | greatly |
reaction | isolated | anti-targeted | ttack | req ponse | | | fig3 | kpsn | ksn’s | mix | authorize | tomorrow | terminal | orchestrate | fault-tolerance | devastate | schedule |
disruptive | unplanned | manufacturer | prime | financially | ing | espis lated | e | reside | classic | vast | ice | now- | | 256mb |
ram | 50mb | foreseeable | gradually | “default | gui | policy-based | signature | addition | d | useful | | ficensing | options | licens | license | aggressive | controls | driver |
ushb | ﬂthmll) | permit | interrupted | logs | notify | abnormal | indicate | unified | centrally | convert | syslog | transmit | practices | protection...act | imperative | identity | half | annual |

| | theftloss | 109m | 101k | small-to-medium | survey | cyber-blackmail | topmost | invariably | lossexposure | particulary | hand-picked | payout | higher2 |

1-timeon-di

electronic | loyal | cent | oblige | mandate | gdpr | industry-specific | |p Iy | i | andor | erypt ithm | motion | de-facto | failure | you're | laptop | lose |
impenetrable | useless | viewer | dentity | 1st | begin | | maybe | | bit | stakeholder | finance | lock | audit | pci-dss | sox | dpp | japan’s | pipa | uk’s | nation | citizen | conversant
| guideline | credit | endorse | fair | proceed | burden | intrust | single | fde | fle | reg: | prying | eye | “data | close | authenticate | enclosure | pre-boot | pba | boot | read | drive’s |

thief | headache | uefi-based | future-proofed | intel | aes | intel’s | xeon | processor | amd | gpt | well-rounded | fde’s | losstheft | downside | transit | won't | use’ | text | excel | spreadsheet | best-in-
class | independently | flexibility | define | administrator-set | mixed | facilitate | cfo | sight | restoration | recipient | adopt | combined | fdefle | enforce | symmetric | asymmetric | flash | hold | 100gb
| jacket | dry | cleaner | tray | airport | fall | pocket | speedy | carelessness | accident | frequent | “on-the-fly | securely | secret | rsa | public-key | resource-heavy | serial | slower | workfor | “portable
| mode” | case-by-case | package | casual | in-system | stand | underlie | land | already- | crack | worthless | failed-to-timely- | length | file-level | equal | man-in-the-middle | bit3 | aes-ni | uefi | future-
proof | mike | maddie | prrwrk | €jgj | sEowOhBmY | kKINum€n | mj2 | xjMxu | -/b | plain | cipher | momentum | constrain r mikes’s | janet’s | janet | keys | they’ll | underestimate | unlock | mat |
locationescrow | easier | emergency | forgot | password | forget | smartphone | render | Y | anti- | ig-based | minimal | interference | alternative | correct | series | that’s | dated

| | expensive | time-c ing | purchasing | macos | corporate-level | unless | money | painless | easy-to-manage | dodge | rbac | larger | dept | responsibillty | coherent | approve |
finalty | :dhcre | microsoft’s | bitlocker | apple’s | filevault | tight | organic | business4 | on-premise | cloud-hosted | saas | center5 | “from | ‘remote | ‘cloud | paradigm | ncryption-related | aspersky
| mind | trademarks | marks | owners | though... | sheer | quantity | inevitably | ‘vulnerability | meaning | sd! | definition | underworld | “it’s | malefactor | sum | ‘exploits | road | products | cve-2017-
11882 | cve-2018-0802 | cve-2017-8570 | cve-2017 | ground | securelist | bulletin | moment | elimination | latter | originator | race | post-development | eradication | original | fragment | champions |

input | *update’

| “patch’ | eradicate | week | difficulty | patching | urgent | prioritized | manner | elusive | somehow | survive | ‘weaponized | commercially | hackerone | dubious | “white | earn |

“bug | bounty | corrupt | vulnerability-reporting | reporter | white | free-lance | excitement | ethically | backdoor | bug | cyber-attacker | factory | theoretically | portion | pst | outset | perfectly |
disguised | rigorous | timescale | multitude | ourselves | virtually | 3rd | aDects | vulnerabilitieskaspersky | architect | forefront | devsecops | substance | syllable | “devsecops’ | buzzword |

‘bulletproof | heart | Oxing | modelling | signillcance | thinking | blog

Fig. 2. The documents’ vector hashing

Table “default™ - Rows: 9 Spec - Columns: 2977 Properties Flow Variables

Row ID [ Document [D] fighting |[D]ransom... |[D|store  |[D] eryptor
Row0 "fighting ransomware stone cryptor workstation unturned server learn kasperskyc... |1 1 i 1
Rowl "kaspersky business protect exploit wwwhkasperskycom™ 0 1 0 0
Row2 “kaspersky cybersecurity services learn kasperskycom™ 0 1 0 (]
Row3 “kaspersky security enterprise kaspersky enterprise portfolio building security foun... |0 1 0 0
Row4 "kaspersky security network data-powered security doud intelligence key compone... [0 0 0 0
Row5 "kaspersky security network data-powered security doud intelligence key compone... |0 0 0 0
Row6 "kasperskyembed systems security powerful protection automate control systeme... |0 1 0 0
Row?7 "protect encryption store datum practice practices encryption guide encryption pra... [0 1 0 0
Row8 “protective software safe secure compromise security security software hack” 0 0 0 0

Fig. 3. The document vector representation matrix

As is described by KNIME’s developers, “a docu-
ment vector is a numeric representation of a text in a
matrix where each document represents a row, and
each unique term represents a column. The binary en-
coding shows the absence/presence of a term in the
document. The Document Vector node performs this
transformation, which is needed, for example, to clus-
ter or perform classification on the text data” [Docu-
ment Vector Node 2020]. The matrix in Fig. 3 consists
of 9 rows (separate documents) and 2977 columns
(identified separate word units). If the word is found in
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the text, the field is assigned 1; if not, — 0.

Next, the PCA node is used. This node performs
principal component analysis (PCA) on the given data.
The input data is projected from the original feature
space into a smaller space with minimal loss of in-
formation. After that, we move on to the Elbow
method. We start the counter loop, set it to 20 itera-
tions. LoopStart is the node that triggers the loop,
executed the specified number of times. At the end
of the loop, you need LoopEnd, which collects the
results of all loop iterations. All nodes in between are
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executed as many times as specified in the LoopStart
dialogue box.

We use the k-Means node to extract knowledge
from the text. This node outputs cluster centres for a
predefined number of clusters. K-means performs
explicit clustering, assigning the data vector evenly
to one cluster. The algorithm terminates when the clus-
ter assignments no longer change. The clustering algo-
rithm uses the Euclidean distance between selected
attributes. Next, the root mean square error is calculat-
ed, and the Variable to Table Column node is used to
extract the variables from the workflow and enter them
into the input table. At the end of the cycle, we add a
Loop End node. It marks the end of the workflow cycle
and collects intermediate results by concatenating the
incoming tables line by line (Fig. 4).

Table "default” - Rows: 20 Spec - Columns: 3 Properties Flow Variables
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Fig. 4. K-Means counter result

The model developers explain the essence of the
Elbow method as choosing “the number of clusters
at which the SSE decreases abruptly. This produces
a so-called ‘elbow’ in the graph” [Dewi, Thiel
2017]. The result of the first sub-flow is a scatter
plot showing the number of clusters and their accu-
racy (Fig. 5), obtained with the Scatter Plot node.
According to Fig. 5, the optimal number of clusters
is three, i.e. the first drop in the sum of squared
errors rate is after the 2" cluster.

Stream 2 starts with a simple parallel threaded
LDA implementation using the Topic Extractor node
(Parallel LDA). LDA stands for Latent Dirichlet allo-
cation, a method for identifying the main topics from
utterances in an inductive way. Fig. 6 illustrates the
distribution of terms into clusters (topics).

As shown in Fig. 6, the software has identified
3 clusters, distributed the keywords into these clusters,
and output ten most frequently used terms per each
cluster in the table. As a result of the second sub-flow,
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we get a word cloud for each topic. For instance, Fig. 7
represents a word cloud generated for topic 2. Now we
change the input data - instead of PDF files, we use
RSS feeds (Fig. 8).
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Fig. 5. The number of clusters and definition
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Table "default™ - Rows: 30 Spec - Columns: 3 Properties Flow Variables

Row ID [§] Topicid |_s|‘rerm [D] weight
Row0 topic_0 incident 106
Row1 topic_0 assessment 56
Row2 topic_0 testing 36
Row3 topic_0 apt 32
Row4 topic_0 |services 30
Row5 topic_0 report 22
Row6 topic_0 digital 21
Row?7 topic_0 hunting 20
Row8 topic_0 analyst 13
Row9 topic_0 forensic 17
Row10 topic_1 ksn “
Rowll topic_1 execution 16
Row12 topic_1 mitigation 16
Row13 topic_1 similarity 12
Row14 topic_1 model 10
Row15 topic_1 astraea 10
Row16 topic_1 app 10
Row17 topic_1 payload 9
Row18 topic_1 exploitation 9
Row19 topic_1 phase 3
Row20 topic_2 encryption 79
Row21 topic_2 cryptor 26
Row22 topic_2 skill 20
Row23 topic_2 ideal 19
Row24 topic_2 customization |16
Row25 topic_2 scalability 14
Row26 topic_2 incident 14
Row27 topic_2 verdict 14
Row28 topic_2 drive 12
Row?29 topic_2 awareness 12

Fig. 6. Topic distribution of terms
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Fig. 8. A workflow of a data mining of RSS feeds

In the Table Creator node configuration, manual-
ly enter 6 RSS threads (Fig. 9).

| Table "default™ - Rows: 6 Spec - Column: 1 Properties Flow Variables

RowlD  |[S]URL
Row1 https: //securelist. com/rss-feeds/
*; Row2 https: //securelist.com/moonbo...
/|| Row3 https: //securelist.com/the-blue. ..
| Row4 https: //securelist.com/scararuf. .,
| Il Row5 https: //securelist.com/wirtes...
1 Rowé https: //threatpost, com/feed/

Fig. 9. RSS feeds table

Text parsing is implemented through the RSS
Feed Reader node. This node parses RSS feeds from
the URLs specified in the input table and extracts in-
formation such as a title, a description, a publication
date, and a link to the article from the feed entries.

23

You can also create a document column, XML or
HTTP response code. The document will be made
based on the feed entry information, and the XML
column displays the XML snippet for the specific
feed entry. RSS Feed Parser uses the ROME(1.0)
library’.

Let us apply the Column Filter. This node ena-
bles filtering the columns from the input table, with
only the desired columns being passed to the output
table. In the dialogue box, the columns can be
moved between the “Include” and “Exclude” lists.
The rest of the steps are similar to those described
above.

As a result of the second sub-workflow, an inter-
esting deviation from the standard model has been
noted. Fig. 10 illustrates an unexpected occurrence
of the keywords Russia and sanction, clearly falling
out of the computer security discourse.
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Fig. 10. A word cloud of the computer security RSS feeds’ cluster containing nontrivial keywords

3. Discussion

Surprisingly, the results reveal a discrepancy in the
topics modelled from the PDF files and RSS feeds
retrieved from the Kaspersky website. Both were
supposed to be focused on computer security issues.
However, as expected, the PDF-based topics are re-
lated to software, man-computer interaction, and
their safety. At the same time, one of the RSS-
generated clusters included Russia, sunction, and
victim as its keywords. This finding demonstrates
interference of the political content in the computer
security discourse. Thus, we may register the case of
infodemiology and incidental political news exposure
in the media type of professional communication.

This deviation can be explained by the high rele-
vance and novelty of the political discussion of the
events of February - March 2022, penetrating all the
spheres of international communication, as well as
information technology and computer security. We
believe that the mismatch between the topics will
not be so apparent sometime later when the political
discussion loses its novelty. Given the study design
and the time the experiment was performed, it was
inevitable that the results might differ from those
expected in a more stable political period.

Conclusion

This paper has shown how computational linguis-
tics may contribute to getting and processing near-
real-time data relevant to cognitive-discursive re-
search. The results obtained using analytical soft-
ware (KNIME) validate the relevance of the Info de-
miology and Political Incidental News Exposure theo-
ries for professional communication (computer secu-
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rity discourse). These results emphasise the importance
of taking into account diachronic data representations
when working on such tasks as topic modelling and
keyword extraction due to possible episodic interfer-
ence of extraneous information, novel and particularly
urgent for the society in a specific period.

The usefulness of our work lies in testing A. Dewi
and K. Thiel’s method for topic modelling applied to
the task of comparing thematic trends in static (pub-
lished PDF documents) and regularly updated news
feeds, e.g. RSS from Kaspersky website.

The present study has only examined the data cur-
rent for March 13, 2022. Therefore, we do not make
conclusions about a regular interference of novel and
socially significant but out-of-context information into
professional communication. However, this work has
demonstrated that such cased might happen, thus
should not be neglected. Future research should con-
sider the potential effects of infodemiology and politi-
cal incidental news exposure diachronically, compar-
ing samples from different periods.

Endnotes

! https://www kaspersky.com/

2 https://www.tableau.com/

3 https://www.knime.com/blog/topic-extraction-opti-
mizing-the-number-of-topics-with-the-elbow-method?

4 https://www kaspersky.com/enterprise-securi-
ty/resources/whitepapers?icid=gl securelisheader a
cq_ona_smm__onl b2b_securelist prodmen

> https://securelist.com/rss-feeds/

S https://www kaspersky.com/

" https://rometools.github.io/rome/ROMEReleases/
index.html
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AHHoOTanus. AKTyanbHas MHQOpPMAIWS WTPAET BAKHYIO POJb B COBPEMEHHBIX JMHTBUCTHYECKHUX
nccienopanusax. [lo 3Toit mpuarHe MEeTOIBI KOMITBIOTEPHOU JTMHIBUCTHKH, B TOM YHCIIE C UCIIOIB30BAaHUEM
AQHAJIMTUYECKUX WHCTPYMEHTOB M CPEACTB MAITMHHOTO OOyUYEHHS, MPUBJICKAIOT BCE OOJblliee BHUMAHHE.
Hexotopsle U3 HUX NPUMEHSIOTCS B KOTHUTUBHO-IUCKYPCUBHON JIMHTBUCTUKE AJIS U3BJICUCHUS KITIOUEBBIX
CJIOB, TEMATUYECKOTO MOJEIHPOBAHMS M KOHTEHTHOTO aHann3a. HCTpyMeHTH 11l 00paboTKku TekcTa 00-
JIETYAIOT TPYJOCMKYIO0 pabOTy JIMHTBUCTA W TIOBBIIIAIOT HA/ICKHOCTh M CTATUCTUYECKYI0 TOYHOCTH PE3yiib-
TaTOB 32 CUET OOPa0OTKU 3HAYHMTEIHHO OONBIIETO 00beMa JaHHBIX. BONBIIMHCTBO MCCICIOBAHMIA, OJTHAKO,
VIYCKAIOT U3 BUAY UHTEP(EPEHINIO COMUATBHO 3HAYMMOW, HO KOHTEKCTYaJbHO HE PEIEBAaHTHOW (HAIpPH-
Mep, MOMUTHIECKOI) HH(POPMAIINU B CIICITUATU3UPOBAHHBIN JUCKYPC, (DOKYCHUPYSICh B OCHOBHOM Ha KaKOM-
TO OfHOM (opMmarte JaHHBIX. Hacrosimee uccinenoBanue, HaMpaBICHHOE HA TEMAaTUYECKOE MOJICIIMPOBaHUE,
BBITIOJTHEHO B paMKax IMCKypca KOMIBIOTepHOU Oe3omacHOCTH. IIpoeKT peann3oBaH Ha aHAIMTUYECKOU
miatdhopme KNIME. Paspabotrannast MOIelb MO3BOJIIET CPAaBHUBATh TEMBI, U3BIICUCHHBIC U3 OIyOJINKOBaH-
HBIX CTaTel UM HOBOCTHBIX RSS-neHT, MpuBS3aHHBIX K KOHKPETHOU nate. JlaHHOE MccneqoBaHUE MO3BOJSET
MOJTyYUTh Ba)KHBIE CBEIEHUsS 00 MH()OJASMUOJIOTUM M CIyYyailHOM TOMAJaHWH MOJUTHYECKUX HOBOCTCH B
RSS-nents! caiita Kacnepckoro, opueHTHpOBaHHbIE HA KOMIIBIOTEPHYIO 0€30MacHOCTh, KOTOPbIE HE MPO-
CII©KUBAIOTCS B WMH(OPMAIMOHHBIX OFOJIJICTCHSAX, OIMyOJMKOBAaHHBIX Ha TOM ke caiite B ¢opmate PDF.
[IpencraBieHHBIC B CTAThe PE3YJIBTATHI CIIY)KAT OYEPETHBIM MOJTBEPKIACHUEM HEOOXOJAMMOCTH YUUTHIBAThH
THIIEPKOHTEKCT NMPOGECCUOHANTBHOW KOMMYHUKAIIMH B ONIEPUPOBATh TAHHBIMH PEAbHOTO BPEeMEHH TP pe-
IIEHUH MOJ00HBIX 3a/1ad B paMKaX KOTHUTHBHO-AMCKYPCHUBHOMW JMHTBUCTHKH. Hamn Bkiag B pa3sBUTHE KO-
THUTUBHO-TUCKYPCUBHOM JIMHIBUCTUKU 3aKJIIOYACTCS B MPUMEHEHUH METOJA CPAaBHECHUS TEM B paMKax OJl-
HOTO JHUCKYpCa C YUYE€TOM JIaHHBIX, TIOJYUYCHHBIX B PEKKUME PEabHOTO BpeMeHH. J[J11 KOMIIbIOTEpHOM JTUHT-
BHCTHKH 3HAYMMOCTH JAHHON pabOThI 3aKIIIOYAETCS B OMHCAHWU HOBOTO NMPUMEHEHHS alrOpUTMa H3BIICUe-
HUS TEM, Pa3MEIEHHOT0 B CBOOOIHOM Joctyrie Ha mopraine KNIME.

KuroueBble CJI0Ba: KOTHUTHBHO-IMCKYPCUBHAS TUHTBUCTHKA; TUCKYPC KOMITBIOTEPHOU O€301acHo-
ct; KNIME; nndomeMuonorus; KOHTeHT-aHau3; RSS-JIeHThI; TeMaTHYECKOE MOICIHMPOBAHHE.
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