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Abstract. Up-to-date information plays a crucial role in modern linguistic research. For this reason, 

computational linguistic methods, including those aided with analytical and machine-learning tools, are at-
tracting growing attention. Some of their applications in cognitive-discursive linguistics are keyword extrac-
tion, topic modelling, and content analysis. Text-mining tools facilitate time-consuming linguistic work and 
add to the results’ reliability and greater statistical precision by processing a significantly larger data volume. 
Most studies, however, have overlooked interference of socially significant but context-irrelevant (e.g. polit-
ical) information into a specialized discourse by focusing mainly on one data format. The current study, 
aimed at topic modelling, has been carried out on the computer security discourse. We have implemented the 
project on the KNIME analytical platform. The model enables comparison between topics extracted from 
published articles and date-specific RSS news feeds. The study provides important insights into infodemiol-
ogy and political incidental news exposure occurring in computer-security-oriented RSS feeds on the 
Kaspersky website but untraceable in the papers published on the same website in a PDF format. The results 
reported here provide further evidence for the need to consider the hypercontext of professional communica-
tion and employ real-time data in solving similar problems within cognitive-discursive linguistics.  

Our contribution to the development of cognitive-discursive linguistics is the method for comparing 
topics within one discourse, taking into account near-real-time data. For computational linguistics, the signif-
icance of our work lies in describing a new application of the topic extraction workflow freely available on 
the KNIME hub. 

Key words: topic modelling; computer security discourse; KNIME; infodemiology; political inci-
dental news exposure; content analysis; RSS feeds; cognitive-discursive linguistics. 
 

Introduction 
The Internet is generally regarded as the leading 

information repository and plays a crucial role in 
news transfer. One of the methods for targeted news 
tracking and coping with an overwhelming amount 
of information is RSS feeds, “which are XML doc-

uments that provide users with new, frequently up-
dated news content automatically and allow users to 
subscribe to it” [Gustafson et al. 2008: 232].  

According to Y.C. Wu [Wu 2017], large and 
wide-coverage news corpora are attracting growing 
attention “in many research domains, including in-
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formation retrieval, language modelling, question 
answering, and named entity recognition” because 
they provide big data for information retrieval and 
knowledge discovery. A. Chudinov et al. have pro-
vided the most in-depth analysis of the political and 
media discourses. They examined the dominant val-
ues determined by national and cultural traditions 
and the dominant ideology in society in a given pe-
riod [Chudinov et al.  2021; Mukhametzyanova et al.  
2020]. They prove the presence of a potential ideo-
logical component of meaning in the semantics of 
the newspaper titles, highlighting their ability to re-
flect the era’s cultural and historical realities. This 
makes it possible to attribute the news article titles to 
artefacts of the period [Mukhametzyanova, Mardie-
va, Chudinov 2020] and boost the researchers’ inter-
est to discover historical and sociological trends 
through their discursive representation. 

The specificity of the news media discourse is 
featured by A. Photiou et al., who claim that novel 
and politically oriented content propagates faster due 
to its broad appeal [Photiou et al.  2021]; thus, it is 
highly influential in opinion shaping. The power of 
the news and media discourse to manipulate peo-
ple’s opinions, beliefs, sentiments, and political 
views triggers interest in currently developing theo-
ries of Infodemiology and Political Incidental News 
Exposure. The former refers to using real-time infor-
mation across the Internet, mainly social media, in in-
forming public policy and influencing individuals’ in-
tentions [Liew, Lee 2021]. The latter is defined as “ex-
posure to information that people encounter without 
actively seeking for it” [Matthes et al. 2020: 770].  

Our paper explores the relationship between top-
ics covered in the computer security texts published 
on the Kaspersky website1 in two formats: popular 
scientific articles and RSS (news) feeds. We discuss 
the issue of Infodemiology and Political Incidental 
News Exposure in the computer security discourse 
triggered by the Russian – Ukraine conflict (Febru-
ary - March 2022). Citizens experience infodemiol-
ogy and incidental news exposure when they see 
political information in situations where they use 
media for other purposes (in our case, updating their 
knowledge about computer security) than political 
ones [Matthes et al. 2020]. This work contributes to 
the research of the ideological component in media 
discourse and reveals susceptibility to political bias 
in professional communication.  

Computer security discourse has been deeply 
studied from the cognitive-discursive perspective as 
permeated by metaphors [Isaeva et al. 2022; Isaeva 
2019; Isaeva, Crawford 2019]. A neglected area in 
this field is the refraction of the computer security 
professional communication while embedding it into 
the social and political context, which make up the 
hyper context. 

Cognitive-discursive research on linguistic and 
extralinguistic peculiarities traditionally relies on a 
manual categorisation of the language units, con-
ducting opinion polls, surveys, interviews, or focus 
group discussions. This makes the research time 
consuming and, consequently, outdated when the 
study is aimed at highlighting the current social 
trends. T. Liew and C. Lee suggest “using data from 
social media platforms […], where researchers can 
collect near–real-time information that reflects pre-
vailing perspectives and sentiments in the communi-
ty” [Liew, Lee 2021: 2]. In our project, we follow 
this hint and address online publications and RSS 
feeds to obtain up-to-date news occurring on the 
Kaspersky website in a real-time mode. 

This article is organised as follows: after the In-
troduction providing the background for the current 
study, we describe computational-linguistic Methods 
used in our experiment with a brief overview of other 
projects relying on similar methods and software. 
Next, we provide the results of the Computer securi-
ty knowledge-mining experiment, supplying them 
with our interpretation in the Discussion section.  

 
1. Methods 
The paper is written on the interface of cognitive-

discursive and computational linguistics and is cen-
tred around the computer security discourse, content 
analysis, natural language processing, text mining, 
and knowledge mining. To reach the goal, we apply 
modern methods and analytical instruments of com-
putational linguistics and make cognitive discursive 
inferences. 
Data analysis has been implemented within the ma-
chine learning principles. G. Ertek and L. Kailas 
define machine learning as computer algorithms re-
lying on training and capable of identifying patterns, 
determining insights, and predicting [Ertek, Kailas: 
2021]. Unsupervised machine learning “aims to dis-
cover patterns or structures in a dataset without con-
sidering any target attribute” [Ertek, Kailas 2021: 8-
9]. Unsupervised machine learning implemented as 
text mining, i.e. automated retrieving knowledge 
from natural language texts, can be used for extract-
ing keywords from various sources and tracking the 
evolution of a topic over time [Sebestyén, Domokos, 
Abonyi 2020] or text clustering and reviling differ-
ent topics in texts united by a common theme and 
genre [Lee, Lim 2021]. This machine learning tech-
nique of topic modelling is focused on identifying 
critical topics from textual data based on statistical 
probability and correlations among words. The 
method reminds traditional linguistic thematic or 
content analysis. However, unlike thematic analysis, 
computer-aided topic modelling does not require man-
ual labour to classify textual data, is appropriate for 
large volumes of texts [Liew, Lee 2021], hence enables 
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efficient data management, greater transparency, and 
enhanced knowledge [Flores-Ruiz et al. 2021]. 

For the project discussed in the current paper, the 
data were collected following the topic modelling 
method implemented via the Konstanz Information 
Miner (KNIME), an open-source statistical and data 
mining platform for data pre-processing, analysing, 
integration, modelling, and visualisation [Flores-
Ruiz et al. 2021]. The software is applicable to data 
of various types, including natural language texts 
provided in different formats (text documents, 
spreadsheets, hyperlinks, and others). Recent devel-
opments regarding using KNIME for text-mining 
purposes have led to a range of multidisciplinary 
projects. For example, V. N. Dancy-Scott et al. used 
KNIME to “evaluate the evolving use of HIV-
related language in abstracts presented at the IAC 
from 1989 to 2014” [Dancy-Scott et al. 2018: 1]. 
They used a text mining module to create a termi-
nology corpus of key HIV terms grouped into expert 
categories. The team has also applied the Tableau2 
visualisation software to analyse terms’ frequencies 
and visualise the data with line graphs and word 
clouds [Dancy-Scott et al. 2018]. 

Another representative example of using KNIME 
for text mining is the cyberbullying detection model. 
The holistic multi-dimensional approach “takes into 
account individual-based, social network-based, epi-
sode-based and linguistic content-based cyberbully-
ing features” [Liu, Zavarsky et al.  2019: 404]. The 
model has been tested on 922 episodes with 59459 
comments from Instagram. 

A project devoted to the topic modelling follow-
ing keywords extraction was implemented by 
Sebestyén et al., who employed the Multi-document 
summarisation method to extract information from 
multiple texts written on the same topic. “The purpose 
of the method is to objectively explore the relationships 
between documents, identify key topics and compare 
documents according to the explored set of focal 
points” [Sebestyén et al.  2020: 2]. Then, the authors 
used a graph-based approach to extract keywords, gen-
erated NGrams of these words, and clustered the words 
based on the latent Dirichlet allocation (LDA) genera-
tive statistical model [Sebestyén et al.  2020]. 

From the cognitive-discursive linguistic perspec-
tive, the data in our project were subjected to content 
analysis, which, according to E. Budaev, occupies an 
important place in modern studies of media and 
pщlitical communication. The method is described as 
quantitative, ontologically focused on realism and the 
manifestation of political reality in the text, static rep-
resentation of the text’s semantics, verified by math-
ematical methods, statistical regularities without dig- 

ging into the context [Budaev 2017]. In our case, 
these principles were implemented in the KNIME-
aided model of topic extraction and modelling. 

 
2. Results of the computer security knowledge-

mining experiment 
The experimental design used in the current study 

refers to computational linguistics. The approach is 
mainly based on the “Topic Extraction: Optimising 
the Number of Topics with the Elbow Method” 
[Dewi, Thiel 2017] and a respective sample model 
of the workflow provided via the KNIME hub3.  

The model is adapted to extract topics from the 
papers on computer security provided on the White-
papers repository4, and the RSS feeds5 of the 
Kaspersky website6. To obtain the static data inde-
pendent of the date the experiment takes place, thus 
less susceptible to sentiment bias, we provided the 
first sub-workflow with the papers published online 
on the Whitepapers repository in a PDF format. This 
sub-workflow will be used as a reference model, 
typical of the Kaspersky website publications. For 
diachronic data with daily updates, thus capturing 
spontaneous and nonregular deviations from the ref-
erence model, we refer to the RSS news feeds pre-
sent on March 13, 2022.  

Thus, the experimental input data on the experi-
ment comprise nine text files in PDF format (the 
most recently published articles), and six URLs of RSS 
feeds. The output includes scatter plots indicating the 
optimal number of clusters per workflow, two tables 
providing the distribution of the keywords into clusters 
(one per each sub-workflow), and word clouds repre-
senting the keywords in a certain cluster.  

To illustrate the algorithm of natural language 
processing and knowledge mining employing the 
chosen KNIME model, we briefly describe the pro-
cess stages. For a deeper analysis of the workflow, 
one should address the developers’ article [Dewi, 
Thiel 2017]. Fig. 1 gives an overview of the first 
sub-workflow linked to the PDF files. We use the 
PDF Parser node to recognise PDF documents. A 
separate record is created for each file, metadata is 
extracted, and the full text is recognised using the 
PDFBox library. 

Text pre-processing is started by the Pre-
processing node, which has one input port and splits 
the process into two streams. Stream 1 starts with a 
vector representation of the document (i.e. Docu-
ment Vector).  

Fig. 2 illustrates how the documents are merged 
and split into separate words. All the words are recog-
nised as separate units in the PDF texts uploaed. Fig. 3 
illustrates the words arranged in the form of a vector. 
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Fig. 1. The sub-workflow of knowledge retrieval from PDF files 

  

 
Fig. 2. The documents’ vector hashing 

  

 
Fig.  3. The document vector representation matrix 

 
As is described by KNIME’s developers, “a docu-

ment vector is a numeric representation of a text in a 
matrix where each document represents a row, and 
each unique term represents a column. The binary en-
coding shows the absence/presence of a term in the 
document. The Document Vector node performs this 
transformation, which is needed, for example, to clus-
ter or perform classification on the text data” [Docu-
ment Vector Node 2020]. The matrix in Fig. 3 consists 
of 9 rows (separate documents) and 2977 columns 
(identified separate word units). If the word is found in  

 
the text, the field is assigned 1; if not, – 0. 

Next, the PCA node is used. This node performs 
principal component analysis (PCA) on the given data. 
The input data is projected from the original feature 
space into a smaller space with minimal loss of in-
formation. After that, we move on to the Elbow 
method. We start the counter loop, set it to 20 itera-
tions. LoopStart is the node that triggers the loop, 
executed the specified number of times. At the end 
of the loop, you need LoopEnd, which collects the 
results of all loop iterations. All nodes in between are 
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executed as many times as specified in the LoopStart 
dialogue box.  

We use the k-Means node to extract knowledge 
from the text. This node outputs cluster centres for a 
predefined number of clusters. K-means performs 
explicit clustering, assigning the data vector evenly 
to one cluster. The algorithm terminates when the clus-
ter assignments no longer change. The clustering algo-
rithm uses the Euclidean distance between selected 
attributes. Next, the root mean square error is calculat-
ed, and the Variable to Table Column node is used to 
extract the variables from the workflow and enter them 
into the input table. At the end of the cycle, we add a 
Loop End node. It marks the end of the workflow cycle 
and collects intermediate results by concatenating the 
incoming tables line by line (Fig. 4). 

 

 
Fig. 4. K-Means counter result 

 
The model developers explain the essence of the 

Elbow method as choosing “the number of clusters 
at which the SSE decreases abruptly. This produces 
a so-called ‘elbow’ in the graph” [Dewi, Thiel 
2017]. The result of the first sub-flow is a scatter 
plot showing the number of clusters and their accu-
racy (Fig. 5), obtained with the Scatter Plot node. 
According to Fig. 5, the optimal number of clusters 
is three, i.e. the first drop in the sum of squared 
errors rate is after the 2nd cluster. 

Stream 2 starts with a simple parallel threaded 
LDA implementation using the Topic Extractor node 
(Parallel LDA). LDA stands for Latent Dirichlet allo-
cation, a method for identifying the main topics from 
utterances in an inductive way. Fig. 6 illustrates the 
distribution of terms into clusters (topics). 

As shown in Fig. 6, the software has identified 
3 clusters, distributed the keywords into these clusters, 
and output ten most frequently used terms per each 
cluster in the table. As a result of the second sub-flow, 

we get a word cloud for each topic. For instance, Fig. 7 
represents a word cloud generated for topic_2. Now we 
change the input data - instead of PDF files, we use 
RSS feeds (Fig. 8).  

 

 
Fig. 5. The number of clusters and definition  

accuracy (PDF) 
 
 

 

 
Fig. 6. Topic distribution of terms 
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Fig. 7. A sample word cloud obtained from the Whitepapers repository publications (PDF) 

 
Fig.  8. A workflow of a data mining of RSS feeds 

 
In the Table Creator node configuration, manual-

ly enter 6 RSS threads (Fig. 9).  
 

 
Fig. 9. RSS feeds table 

 
Text parsing is implemented through the RSS 

Feed Reader node. This node parses RSS feeds from 
the URLs specified in the input table and extracts in-
formation such as a title, a description, a publication 
date, and a link to the article from the feed entries. 
 

 
You can also create a document column, XML or 
HTTP response code. The document will be made 
based on the feed entry information, and the XML 
column displays the XML snippet for the specific 
feed entry. RSS Feed Parser uses the ROME(1.0) 
library7.  

Let us apply the Column Filter. This node ena-
bles filtering the columns from the input table, with 
only the desired columns being passed to the output 
table. In the dialogue box, the columns can be 
moved between the “Include” and “Exclude” lists. 
The rest of the steps are similar to those described 
above.  

As a result of the second sub-workflow, an inter-
esting deviation from the standard model has been 
noted. Fig. 10 illustrates an unexpected occurrence 
of the keywords Russia and sanction, clearly falling 
out of the computer security discourse. 
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Fig. 10. A word cloud of the computer security RSS feeds’ cluster containing nontrivial keywords 

 
3. Discussion 
Surprisingly, the results reveal a discrepancy in the 

topics modelled from the PDF files and RSS feeds 
retrieved from the Kaspersky website. Both were 
supposed to be focused on computer security issues. 
However, as expected, the PDF-based topics are re-
lated to software, man-computer interaction, and 
their safety. At the same time, one of the RSS-
generated clusters included Russia, sunction, and 
victim as its keywords. This finding demonstrates 
interference of the political content in the computer 
security discourse. Thus, we may register the case of 
infodemiology and incidental political news exposure 
in the media type of professional communication.  

This deviation can be explained by the high rele-
vance and novelty of the political discussion of the 
events of February - March 2022, penetrating all the 
spheres of international communication, as well as 
information technology and computer security. We 
believe that the mismatch between the topics will 
not be so apparent sometime later when the political 
discussion loses its novelty. Given the study design 
and the time the experiment was performed, it was 
inevitable that the results might differ from those 
expected in a more stable political period. 
 

Conclusion 
This paper has shown how computational linguis-

tics may contribute to getting and processing near-
real-time data relevant to cognitive-discursive re-
search. The results obtained using analytical soft-
ware (KNIME) validate the relevance of the Info de- 
miology and Political Incidental News Exposure theo-
ries for professional communication (computer secu- 

 
rity discourse). These results emphasise the importance 
of taking into account diachronic data representations 
when working on such tasks as topic modelling and 
keyword extraction due to possible episodic interfer-
ence of extraneous information, novel and particularly 
urgent for the society in a specific period.  

The usefulness of our work lies in testing A. Dewi 
and K. Thiel’s method for topic modelling applied to 
the task of comparing thematic trends in static (pub-
lished PDF documents) and regularly updated news 
feeds, e.g. RSS from Kaspersky website.  

The present study has only examined the data cur-
rent for March 13, 2022. Therefore, we do not make 
conclusions about a regular interference of novel and 
socially significant but out-of-context information into 
professional communication. However, this work has 
demonstrated that such cased might happen, thus 
should not be neglected. Future research should con-
sider the potential effects of infodemiology and politi-
cal incidental news exposure diachronically, compar-
ing samples from different periods. 

 
Endnotes 
1 https://www.kaspersky.com/ 
2 https://www.tableau.com/ 
3 https://www.knime.com/blog/topic-extraction-opti-

mizing-the-number-of-topics-with-the-elbow-method? 
4 https://www.kaspersky.com/enterprise-securi-

ty/resources/whitepapers?icid=gl_securelisheader_a
cq_ona_smm__onl_b2b_securelist_prodmen 

5 https://securelist.com/rss-feeds/ 
6 https://www.kaspersky.com/ 
7 https://rometools.github.io/rome/ROMEReleases/

index.html 
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Аннотация. Актуальная информация играет важную роль в современных лингвистических 

исследованиях. По этой причине методы компьютерной лингвистики, в том числе с использованием 
аналитических инструментов и средств машинного обучения, привлекают все большее внимание. 
Некоторые из них применяются в когнитивно-дискурсивной лингвистике для извлечения ключевых 
слов, тематического моделирования и контентного анализа. Инструменты для обработки текста об-
легчают трудоемкую работу лингвиста и повышают надежность и статистическую точность резуль-
татов за счет обработки значительно большего объема данных. Большинство исследований, однако, 
упускают из виду интерференцию социально значимой, но контекстуально не релевантной (напри-
мер, политической) информации в специализированный дискурс, фокусируясь в основном на каком-
то одном формате данных. Настоящее исследование, направленное на тематическое моделирование, 
выполнено в рамках дискурса компьютерной безопасности. Проект реализован на аналитической 
платформе KNIME. Разработанная модель позволяет сравнивать темы, извлеченные из опубликован-
ных статей и новостных RSS-лент, привязанных к конкретной дате. Данное исследование позволяет 
получить важные сведения об инфодемиологии и случайном попадании политических новостей в 
RSS-ленты сайта Касперского, ориентированные на компьютерную безопасность, которые не про-
слеживаются в информационных бюллетенях, опубликованных на том же сайте в формате PDF. 
Представленные в статье результаты служат очередным подтверждением необходимости учитывать 
гиперконтекст профессиональной коммуникации и оперировать данными реального времени при ре-
шении подобных задач в рамках когнитивно-дискурсивной лингвистики. Наш вклад в развитие ко-
гнитивно-дискурсивной лингвистики заключается в применении метода сравнения тем в рамках од-
ного дискурса с учетом данных, полученных в режиме реального времени. Для компьютерной линг-
вистики значимость данной работы заключается в описании нового применения алгоритма извлече-
ния тем, размещенного в свободном доступе на портале KNIME. 
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