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One of the truisms of our decade is, that we live in the information age. Indeed information
technology influences all disciplines in academia and its nature is central to the discussion of at least a
dozen disciplines, from Floridi's philosophy of information to computer science and from quantum
physics to library science. That such a large number of fields of research emphasize different concepts
is not really surprising; it would be, if they would not. Nevertheless, all of them are supported by one
integrated type of information technology, so the underlying concept must be consistent. In the field of
history we can show, however, that the classical derivation of practical information technology, derived
from Shannon's implicit creation of an equivalence between communication and information,
vulnerates the way information is handled in the field. We will discuss how this creates severe limits to
the practical application of current information technology and which changes would be needed to
support history's problem domain. This is particularly important as experience shows that theoretical
discussions of the nature of information, general or within specific knowledge domains, have almost no
influence on the development of the actual information technology, unless the theoretical discussions
reflect implementation policies.

Knoueswie cnosa: Information Technology in History, Source Criticism, Information Theory,
Fuzzy Sets, Semantic Computing.

That “information technology” is one of the most central developments of recent times is a well-
known truism. That the Humanities in general and Historical research in particular have a tradition of ap-
plying information technology within their knowledge domains almost as long as that technology exists, is
a truism as well; albeit a less well known one.

Nevertheless, when you ask what “information” is, the answers provided by different disciplines are
very far apart indeed. It is presumably intuitive, that in a discussion of information in quantum theory [Niel-
sen, Chuang, 2000] the explicit concept of information is different from the implicit concept that underlies
colloquial discourse about social media. If this is intuitive it should follow easily, that the concepts of in-
formation used in different knowledge domains are as different as these knowledge domains themselves.
So, the information being processed by the application of information technology to historical sources
could be quite different from that underlying information technology for the handling of mundane tasks of
daily life. Examining this assumption and some of the consequences is the purpose of this paper.

There are definitions of the term, provided by and used within different disciplines. | would like to
start with one, which has been used under various names — Knowledge Pyramid, Ladder of Knowledge,
DIKW model — in various disciplines: information science, philosophy of information, cybernetics and a
few others, though rarely in information theory [Ackoff, 1989, Ashenhurst, 1996, Rowley, 2007, Fricke,
2009, Saab, 2011, Baskarada, 2013, Jifa, 2014, Duan, 2017]. And usually not, or not much so, in computer
science and information technology. The latter two are frequently quite satisfied with being able to repre-
sent information in data structures and process them by algorithms, without having to define what it actual-
ly is. The model | start with is a compromise between the numerous varieties which have been proposed by
different researchers, most closely following [Favre-Bull, 2001].

The definitions of these layers will follow soon, let me start with an intuitive example first. Let’s
look at some medieval tally sticks. These were short wooden sticks, which were given as acknowledgment
of some economic relationship, described in writing on the stick. Notches at the top ensured on the one
hand, that the form of the stick was unique, at the other the notches in many cases representing also the
amount of what was owed or simply counted. The stick was than split lengthwise and the two parts were
kept by the two parties of the transaction. Having an irregular shape, the individual parts could not be tam-
pered with. Graphic 2 shows such a tally stick, holding information. The notches on top also represent the
amount of what is described in the text.

© Thaller M., 2019
159



M. Thaller

Graphic 1: Knowledge Pyramid

Graphic 2: Information recorded on tally sticks

Graphic 3, on the other hand holds only data. Whether the writing was never there, as the two part-
ners of the transaction were illiterate, or whether it has eroded: We see notches, which counted something —
or something else. Which something, well ...

i .i. |

Graphic 3: Data recorded on tally sticks
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More formally: Data are marks in some representational system, which can be stored. Information
results, when these marks are put into some context. So “22°” are data. “The temperature of this room is
22°” is information. Knowledge arises, when this information encounters the ability to draw advice for ac-
tion from it. “I do not feel overly warm just because I had to run to get here in time. I really should get out
of my jacket.”

Important later: Most researchers — notable exception: Luciano Floridi [Floridi, 2011, 182 ff.] — do
not think, that truth has to do anything with all this. Assume your knowledge of the world includes the
“truth” that vampires exist. The data represented by a color change of the garlic in your garden convey the
information that it is ready for harvest. Within your view of the world, it is valuable knowledge to deduct
from that information the plan to use some of it to surround your windows.

Ignoring the rather elusive wisdom layer: How can we represent the relationship between the re-
maining conceptual layers more stringently? The usual approach is represented in graphic 4.

Applica‘l‘l_‘fﬂve agent

Interpreta‘l.'l-'ﬂ'iﬁve agent

Graphic 4: Information among agents

Cognitive agents — you, me, a component of a “smart” piece of software — can perform their activity,
as they have other knowledge in the background: That a number you see on a thermometer represents tem-
perature and how to translate that into action requires information or knowledge beyond the number indi-
cated by the device. Both processes have in common, therefore, that they put a specific chunk of data or
information into a context. There is a very big difference between the two levels, however.

To convert the data “22°” to the information “the temperature of this room is 22°”, requires contex-
tual information that this is the way to read a thermometer. This is common to all cognitive agents which
operate successfully in that environment. The contextual knowledge, that this temperature should trigger
the action of getting rid of your jacket, is restricted to one specific cognitive agent, you. So, the context re-
quired to convert data into information is shared between a larger number of agents, the context required to
convert information into knowledge is private to a specific agent.

If we try to use this model to describe what is happening in communication, we get the following
graphic, inspired by [Favre-Bull, 2001, p 87, ill. 47]. The icons of graphs represent the contexts. With this in
mind, we can describe the situation of two people discussing a possible purchase as illustrated by graphic 5.

4 s ) A )
m— | - | —
? TEe | [ge -?
o) L e

Graphic 5: Discussing the price of a purchase
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This graphic is to be read as follows: The person in the top left corner has been asked what the price
of an item is, which the person on the top right-hand corner wants to purchase. Based on his knowledge
about the price he fixed before or the going rates for such merchandise, he selects an amount. This is con-
verted into information, combining an amount and a currency, and in the next step into data which can be
transmitted. Whether the signal used for that purpose is a set of sound waves at a market stall or a string of
bits transmitting from an internet shop via the WWW is irrelevant for our purpose. In both cases, the pur-
chaser at the right-hand side will receive that signal, hopefully undistorted by the acoustic noise at the
market or the static electricity around the connecting lines. The signal reconstituted as data gets trans-
formed into information as amount and currency and allows the purchaser to act upon the offer, contem-
plating it in terms of the desirability of the object and her overall budget.

That all of this works requires that the background knowledge of the two participants in the conver-
sation and the common context of sociocultural conventions between them overlaps sufficiently, that they
have the feeling to “understand” the other party. Whether the seller believes to ask an outrageous price,
while the purchasing tourist understands she’s been made a gracious offer, does not really hinder the action.
But incompatible contexts may destroy the communication: If the tourist believes she must haggle while
the seller offers a fixed price the two parties will not get together.

So, there are two levels at which communication may break down: The transmission of the signal
amidst noise at the bottom of the diagram and the compatibility of the knowledge context — semantic con-
text, for short — on top.

One might say that the latter is the most crucial problem when applying this model to information as
contained in historical sources. If you replace in graphic 5 the present day icons of seller and purchaser by
photographs of statues of Pericles and Thucydides and the string “5 €” by the string “ndAepog” the diagram
is still completely appropriate to describe what Thucydides understood, when listening to Pericles explain-
ing his policy, as both shared the same sociocultural context. If you replace the seller by Pericles and as-
sume that the lady’s icon at the right-hand side represents a modern historian, you immediately see that this
will not work — a modern historian simply does not share the sociocultural context with Pericles. Which is
an incomparably more serious problem, than the question how close the text of Thucydides we have is to
what he actually wrote, leave alone what words Pericles really had chosen.

Nevertheless, information technology in its broadest sense until quite recently had the tendency to
focus on how to overcome the signal noise, not so much the semantic noise of a process of communication.
This goes back to the seminal paper by Claude Elwood Shannon published in two parts in 1948, entitled A
Mathematical Theory of Communication [Shannon 1948]. Shannon was very clear on what he thought
could be done and what could not be done. The second paragraph of his paper starts:

“The fundamental problem of communication is that of reproducing at one point either exactly or
approximately a message selected at another point. Frequently the messages have meaning; that is, they
refer to or are correlated according to some system with certain physical or conceptual entities. These se-
mantic aspects of communication are irrelevant to the engineering problem.” ([Shannon, 1948, p. 379]
“Meaning” italicized by Shannon; last sentence by me.)

This as an introduction to the basic diagram of the model of communication as reproduced in graph-
ic 6, the traces of which you easily recognize in graphic 5.

Information
Source  Transmitter Receiver  Destination
Signal Recewe;l|
Signal
Message Message

Noise
Source

Graphic 6: Shannon's model of communication
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Shannon’s paper was most fundamental to modern information technology; but it was not exactly
easy to read. It was republished as a book already one year later in 1949, entitled The Mathematical Theory
of Communication this time [Shannon, 1949]. To ease understanding it was introduced by an introduction
by Warren Weaver, as mathematician highly qualified to understand the original argument and personally
highly qualified to write transparent prose, so his text probably influenced the public perception of Shan-
non’s much more than the original text. He lists three levels of communication problems, which easily re-
late to our concepts of data, information and knowledge:

“Level A. How accurately can the symbols of communication be transmitted? (The technical prob-
lem.)

Level B. How precisely do the transmitted symbols convey the desired meaning? (The semantic
problem.)

Level C. How effectively does the received meaning affect conduct in the desired way? (The effec-
tiveness problem.)” [Weaver, 1949, p. 24]

Two pages later, Weaver even writes:

“So stated, one would be inclined to think that Level A is a relatively superficial one, involving only
the engineering details of good design of a communication system; while B and C seem to contain most if
not all of the philosophical content of the general problem of communication.” [Weaver 1949, 4] Which
basically rephrases Shannon’s statement.

But barely two pages later he inexplicably continues:

“Part of the significance of the new theory comes from the fact that levels B and C, above, can make
use only of those signal accuracies which turn out to be possible when analyzed at Level A. Thus, any limi-
tations discovered in the theory at Level A necessarily apply to levels B and C. But a larger part of the sig-
nificance comes from the fact that the analysis at Level A discloses that this level overlaps the other levels
more than one could possible [sic] naively suspect. Thus, the theory of Level A is, at least to a significant
degree, also a theory of levels B and C.” [Weaver, 1949, p. 6]

And he starts his conclusion triumphantly:

“It is the purpose of this concluding section to review the situation and see to what extend and in
what terms the original section was justified in indicating that the progress made at Level A is capable of
contributing to levels B and C, was to indicating [sic] that the interrelation of the three levels is so consider-
able that one’s final conclusion may be that the separation into the three levels is really artificial and unde-
sirable.” [Weaver, 1949, p. 25]

This seems to be at the root of the popular perception of Shannon’s model. If we ignore this misin-
terpretation of Shannon and emphasize the difference between the various layers of the model we started
from, we should next apply the model of figure 5 to the domain of historical research. “Historical research”
understood as the process deriving information from sources and integrating the greatest amount of availa-
ble information into a consistent model of the historical processes that produced these sources.

So let us start our consideration of the information contained in historical sources with graphic 7,
modified from graphic 5 to apply that model to the situation a historian finds herself in, when she tries to
understand Pericles’ reasons to implement his policy regarding the war with Sparta, as reflected by Thu-
cydides.
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Graphic 7: Reasoning about Pericles' policies

163



M. Thaller

Our friend faces two problems: The first we already mentioned, when discussing information as
such. We do not share the silent assumptions of the sociocultural context (question mark in the middle), so
we have no access to the context in which Pericles did formulate his policies. But we have ignored another
problem so far: The information we have did not originate from Pericles, but from Thucydides, being the
result of an earlier communication process. Estimating the distortions produced by such earlier communica-
tion processes is the bread and butter of historical research, as far as it is focused on the content and not the
literary qualities of historical writing.

Since the 19" century this has at least in the German tradition been clearly fixed in historical meth-
odology. Droysen [Droysen 1937, 38-50] clearly emphasized that traditions (Traditionen), like chronicles,
which were the result of an intentional effort to leave a specific view of an event, were less valuable as
sources than remainders (Uberreste) which resulted from processes which were not controlled by an inten-
tion to leave a specific image for the coming generations.

For us this implies, that a historian is not interested in the message the author of a source wanted to
transmit, but rather in such insights about the situation, which a source provides as independent of the in-
tentions of the author. Historians do not receive messages: they use them to reconstruct lost contexts — al-
ways tentatively. Which graphic 8 tries to visualize.

Information
Source  Transmitter Receiver  Destination
Signal Recewe:i|
Signal
Message $
Noise
Source Interpreter

Graphic 8: Transmission model for historical sources

Let me close this section with a high-level view of the requirements of historical information sys-
tems, which | consider to be derived from our musings on the nature of information above.

An information technology appropriate for historical sources:

1. Represents the artifacts as free from any interpretation as possible in the technical system,
2. embeds them, however, in a network of interpretations of what they imply,

3. provides tools which help to remove contradictions between such interpretations,

4. accepts, however, that such contradictions may prove to resist resolution

5. aswell as that all interpretations always represent tendencies, no certainties.

While to the best of my knowledge the above attempt to intertwine musings about historical sources
with considerations of the nature of information as handled by technical systems is a rather rare exercise,
musings about the nature of information in such systems are anything but rare. As mentioned at the very
beginning, the knowledge pyramid has left traces in information science, cybernetics, the philosophy of
information and a few others. But with all respect due to the excellent work done by all these disciplines, it
is hard to see, how information technology would have developed differently from the way it did, if these
disciplines would never have existed. Extremely rare exceptions — Norbert Wiener, e.g. — prove the rule.
The main systematic exception is cognitive science, which contributes its own share of theoretical reflec-
tions on the nature of information, frequently interconnects with the implementation of technical solutions
however, and therefore actually influences technical development. If thinking about the nature of infor-
mation in historical sources does not influence the development of information technology this means that
information technology serves historical research less than it should. If historical information can only be
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handled by systems which cannot handle contradictory information, such systems are ultimately inappro-
priate for this usage.

In software engineering, we are familiar with the term “technology stack” or “software stack” de-
scribing the selections of technologies made at various levels to implement a system. A frequent example
defines a stack as the choice of an operating system, a web server, a database system and a programming
language. LAMP (Linux, Apache, MySQL, {Perl, PHP or Python} ) is the best-known example. The term
“stack’ leads to the association, that once the bottom level has been chosen, the choice of the upper levels is
severely restricted. The existence of the WAMP (Windows, Apache, MySQL, {Perl, PHP or Python} )
stack shows, however, that the different levels are related, but not strictly hierarchical. | propose conceptual
stack as a new term for the combination of general concepts which go — implicitly or explicitly — into the
design of information systems. A conceptual stack in that sense is more abstract than the software stack, but
sufficiently concrete to determine specific properties and capabilities of all information systems build upon
that stack. As in the technical case, we assume these concepts to depend on each other, but not in a strictly
hierarchical sense.

In contemporary information systems, | identify at least five conceptual decisions, which restrict
their usefulness for the handling of information contained in historical sources as discussed above.

These are:

(1) The interpretation of the signals used for communication with the concept of granular units of in-
formation. What in my understanding is Weaver s distortion of Shannon’s concepts.

(2) The believe that, as bits can be used to conveniently implement Boolean logic, computer systems
necessarily have to be based on binary logic. What in my understanding is the binary fallacy.

(3) The assumption that the language of historical documents can best be approached by analyzing
their syntax. What in my understanding is Chomsky’s dead end.

(4) The approach to embed interpretations of an object into their representation. What in my under-
standing is the markup fallacy.

(5) The principle, that variables in a programming language are conceptually independent of each
other, as long as they are not explicitly connected into a structure or object. What for reasons not immedi-
ately apparent is the Gorilla syndrome in my understanding. As this is the most technical of the five, no
details are given below.

I will try to describe them briefly and give hints how implementations of solutions could look like.
As the readers of this journal will mainly be interested in the historical parts of this paper, | provide only
rather sketchy descriptions of the technical solutions, avoiding as many technical details as possible.

Weaver’s Distortion

My accusation against Weaver that in the attempt to make Shannon’s model easier to understand he
mixed up different conceptual levels, can probably be made a bit more transparent by an analogy. In the
physical world we are perfectly aware, that there exist two closely connected but, in many ways, independ-
ent sub-worlds: A Newtonian one and a world that is ruled by Quantum physics. They are closely connect-
ed; nevertheless, the confusing habits of quarks do not prevent the Earth to circle the sun in an encourag-
ingly reliable way — even if gravitation, responsible for the reliability, can probably be understood only on
the sub-nuclear level. My proposal is, that a similar separation can be used to understand the relationship
between the world of data, turning into information and knowledge in the context of other data, and the
signals constituting those data. On the possibility to use more than one theory of information in parallel see
[Sommaruga 2009].

The computational legacy of Weaver’s distortion is, therefore, inherited by the programming para-
digms we use today. So, operations which shall interpret information are handled by data types, which are
exactly that: data.

One of the reasons for this is, that what you do with numbers can be understood and validated by the
formal apparatus provided by analysis in the mathematical sense and particularly by numerical analysis
among its branches. For strings similarly stringent formalisms have been developed.

But anything related to meaning is more slippery. Though there have been attempts to change that:
Keith Devlin specifically proposed a mathematical theory which addresses that problem:

“... whereas in this essay | am taking information itself as the basic entity under consideration. More
precisely, I am seeking a specific conceptualization of ‘information’ as a theoretical ‘commodity’ that we
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can work with, analogous to (say) the numbers that the number-theorist works with or the points, lines and
planes the geometer works with.” [Devlin, 1991, p. 17] (All italics are Devlin’s.)

Staying at the lowest illustrative level [cf. Devlin, 2009] we can describe his approach by the notion
of an “infon” as the atomic unit of an information system. An infon is defined as

<<P,ay ..., an |, t,i>>

The parameters are defined as:

P —an n-ary relation

a, ..., an— objects between which P holds

| —a spatial location

t—atemporal location

i —atruth value

As an example, Devlin [Devlin, 1991, p. 24] gives:

<< marries, Bob, Carol, I, t, 1 >>

to describe the information, that Bob marries Carol at a location | and a date t. As this is true, the fi-
nal parameter is 1. If it would be wrong, it would be 0.

Considering this as a basic notion of information has many attractions. It acknowledges, that infor-
mation grows out of data in context and it reflects that knowledge does not have to be true. Zeus and Hera
are married on Olympus, even if they do not exist and the spatial location of their Olympus requires an
interesting extension of the concept of space.

Research proposal in software technology 1:

Implement infons for seamless usage in mainstream programming languages.

But our argument for the basing of information systems on other building blocks than the current da-
ta types does not end here. We have derived this requirement from our initial consideration that information
should be understood in the sense of one or the other version of the knowledge pyramid, not on the level of
signals.

For simplicity’s sake, we have so far avoided the discussions of the shortcomings of the knowledge
pyramid itself, which has led to various criticisms against it and occasional calls for its abolishment. Let’s
look again at the starting example.

Information results, when these marks are put into some context. So “22°” are data. “The tempera-
ture of this room is 22°” is information.

However: What about the number “22”? Before it turns up on a thermometer, it might measure the
length of a room in feet, the weight of truck in tons, the distance of two towns ... So: “22” is data; by being
contextualized as “22°” it becomes information. And what about the bit string “0000001000000010? It
could be the “device control character 2” from the ACII table, the first half of the Unicode code for the uni-
versal quantifier symbol, ... So: “0000001000000010” is data; by being contextualized as “the value of an
integer variable” it becomes information. And so on.

We can argue that this contradicts the knowledge pyramid model; or that it emphasizes its validity as
a confirmation of the overwhelming importance of context, even if the transitions between interpretative
levels are more complex than the simple 3 level model — data, information, knowledge — indicates.

I recommend that we solve this by an approach for the understanding of the concept of information,
which unfortunately has left only very few traces [e.g. Kettinger, 2010] in the current discussion: Lange-
fors” “infological equation” [Langefors, 1973]. According to him, the information communicated by a set
of data, is understood to be a function i() of the available data D, the existing knowledge structure S and the
time interval t, which is allowed for the communication, given by the formula

I=i(D,S,t)

The interesting thing about Langefors’ equation is, that it introduces the time a communication — or
the process of generating information out of data — takes. If information is derived from data in a continu-
ous process, we must assume, that the longer that process may take, the more information we may extract —
“more information” easily conceptualized as “information in a more complex context”. Formulated differ-
ently: If this is a process represented by a function, rather than a timeless transition, there is not a discrete,
but a continuous relationship between data and information. That is, what has been data at one stage, is in-
formation at another. We can therefore write

l=i(l, S, 1)
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to represent the notion, that the information available at time “2” is a function of the information
available at time “1” and the knowledge available at time ‘“2”, depending on the length of time we have
available for the execution of that function. As | have discussed this in detail somewhere else [Thaller,
2009, 345ff.] I will cut the argument short and just mention, that from this stage we can develop the argu-
ment further arriving at a model, which assumes that no such thing as static information exists; “represent-
ing it” just captures a snapshot of a continuously running algorithm.

Research proposal in software technology 2:

Represent information as a set of conceptually permanently running algorithms, the state of which
can be frozen and stored.

The Binary Fallacy

The practical training of computer scientists and software technologists starts by emphasizing binary
concepts. This creates a distorted look upon what is actually happening in software systems.

If you look at the software fragment

int parameter;

if (parameter) doSomething();

most programmers would spontaneously translate the condition as “if parameter is true or one, exe-
cute the function. If it is false or zero, don’t.” Only if pressed, they would give the correct reading “if pa-
rameter has any other value but zero — that is: -2%°+1 till -1, 1 till 2!°-1 — execute the function.

That is, a Boolean interpretation of the code fragment actually underuses what it represents. There-
fore, there is no technical reason why computations should be restricted to binary logic, nor is there any
compelling reason, why a “number” must be a zero-dimensional point on the continuum.

Both of these preliminary observations should be kept in mind, when we think about the inherent
fuzziness of information derived from our metaphor of the historian as observer of signals once exchanged
between participants in a context which has been lost.

There are a number of phenomena which this inherent fuzziness encompasses. Without claiming
completeness: (1) Fuzziness in a narrower sense, i.e., the impossibility to give a crisp truth value for a
statement. (2) An inherent imprecision of a semantic concept, as in “old people”. (3) An item which con-
ceptually is a scalar but goes beyond our current data types. E.g. a price for a commodity, for which we do
not have a precise value, but a minimum and a maximum, plus possibly hints at the distribution of the data
points between these.

For all three of the problems mentioned partial solutions exist. Usually so high up the technology
stack however, that they are applicable only under very special circumstances. To support their general ap-
plication, they would have to be provided at the level of higher programming languages.

(3) “An item which conceptually is a scalar but goes beyond our current datatypes. E.g. a price for a
commodity, for which we do not have a precise value, but a minimum and a maximum, plus possibly hints
at the distribution of the data points between these.”

For this problem, Julong Deng’s Grey System Theory, or rather the systematic treatment of the
building blocks for such systems as described by Sifeng Liu and Yi Lin [Liu, 2006, 2011], seems to provide
almost a blueprint for implementation.

Research proposal in software technology 3:

Implement grey numbers, or a derivation from them, and integrate them seamlessly into mainstream
programming languages.

(2) “An inherent imprecision of a semantic concept, as in ‘old people’.”

It is obvious, that this problem closely relates to Zadeh’s [1965, 1975, 1978, 1999] seminal work on
Fuzzy Sets and Systems, and the later concept of “Computing with Words” based on linguistic variables,
which has found widespread applications in many branches of computation. In almost all of them, actually,
except in the Humanities — which Zadeh himself originally expected to be primary fields of application
[Blair, 1994; Termini, 2012].

The smaller generalization required is, that since 1965 Zadeh’s Fuzzy Sets similar concepts have
been explored [Pawlak, 1982, 1985; Shafer, 1976] and an almost endless list of modifications of the basic
approaches [Atanassov, 1986; Torra, 2010; Herrera, 2014; Nanda, 1992; Jiang, 2009] has arisen. Zadeh
himself in his later years has tried to combine some of these approaches into a Generalized Theory of Un-
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certainty [Zadeh, 2005] but this is quite restricted in scope. As Barr has noted “One of the problems with
fuzzy sets is that the meaning of the term has been left vague (one might say fuzzy).” [Barr, 2010, 400]

A more general problem is, that most of the approaches | have encountered, still assume fuzziness to
be the exception, rather than the rule, as it has to be, if we accept the model of an observer of signals ex-
changed in a lost context. The current logic of embedding an approximately reasoned decision into an in-
formation system, is illustrated by graphic 9, an attempt to generalize the similar graphics contained in the
literature.

Out-

Fuzzification Decision logic Defuzzification

*

Knowledge base

put

Graphic 9: General logic of "computing with words"

With other words: From an information system, which is crisp, some information is transferred into
a fuzzy box, the result of the decision made crisp again for the major parts of the larger embedding system.

Research proposal in software technology 4:

Implement linguistic variables and integrate them seamlessly into mainstream programming lan-
guages, as permanently accessible data type in all parts of the flow of execution. Base the implementation
on a generalized concept of uncertainty, which broadens the scope of Zadeh’s theory of that name.

(1) “Fuzziness in a narrower sense, i.e., the impossibility to give a crisp truth value for a statement.”

This is in some ways the most puzzling problem for software technology. At first look it seems to be
rather simple, as logics with multiple values of truth, preferably continuous truth functions, are well under-
stood and an ample literature exists. The engineering problem appears, however, when the evaluation of an
expression in multivalued logic is the base of a control structure.

In the code fragment

if (condition_is_valid) doSomething();

else doSomethingElse();

what happens, if “condition is valid” has a truth value of 0.75?

To the best of my (admittedly incomplete) knowledge a very early proposal for the inclusion of
fuzzy logic into a programming language — Adamo’s LPL [Adamo, 1980] — is the only one, where for such
cases a combination of the execution of both branches is contemplated in detail.

Research proposal in software technology 5:

Design genuinely fuzzy control structures and integrate them seamlessly into mainstream program-
ming languages.

Chomsky’s Dead End

Linguistics and programming languages have shared an intimate relationship for a long time. This
has led to a focus of linguistic work on syntax which is at the least not very productive for historical work,
if not outright counterproductive.

“Igitur Carolus Magnus a Leone I1l. Pontifice Romae anno 800 coronatus, ...” (“So Charlemagne
was crowned in the year 800 in Rome by Pope Leo 111, ...”; Robert Bellarmine (1542-1621), De Transla-
tione Imperii Romani, liber secundus, caput primum)

Charlemagne, Leo III and cardinal Bellarmine all would have been able to “understand” this sen-
tence, as all of them were quite familiar with Latin grammar. But what would they really have understood?
The chief of a network of post-tribal Germanic loyalties and the son of a modest family in Southern Italy,
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where Byzantium was still looming large, might have had at least similar notions of what the title “Impera-
tor” implied. The idea which the highly educated 16"/17" century cardinal connected with the title would
certainly have been incomprehensible for both — and vice versa.

Whether the fixation on syntax is good for linguistics, is a question linguists will have to answer.
Why a semantic understanding requires an understanding of the syntax of a message, at least | have never
understood. There are linguists which doubt it — formulated by Roy Harris as “Do we always know what
we mean?” [Harris 1998, 14] Indeed, do we? Are we aware of all the assumptions we make in formulating
a sentence and all the implications our linguistic choices make for the listener? If so, how can we hope ever
to understand an utterance where the last native speaker has died a few hundred years ago?

Of the five problems | mention, this is probably the one, where it is hardest to plausibly describe in
brief a direction for a technical — algorithmic — solution.

Conceptual alternatives exist: The notion of Lakoff and Johnson, that understanding is based upon
metaphors [Lakoff, 1980] is immediately intuitive for a historian who has tried to look through the meaning
hidden behind historical texts. And the notion, that the possibility to construct associations between differ-
ent concepts, to blend concepts [Fauconnier, 2003] is actually a feature distinguishing the human mind in a
much more fundamental way, than the 1-Language and the Universal Grammar [Isac, 2008], is highly con-
vincing for the same historian.

But, as | said, while for most of the other proposals to solve a concrete technical problem in this pa-
per, a sensible starting point and the first few steps of the solution are clear, how to implement metaphors
and conceptual blending is much harder to see. What might be very useful as the starting point would be
semantic graphs, which allow the handling of seemingly contradictory relationships between nodes. Blend-
ing of two concepts means, that an edge connects two nodes, where from the point of view of any of the
two concepts, no edge should exist. This would require a class of graphs were both nodes and edges are
labeled and there exist bundles of edges, where the acknowledgment of one implies the rejection of one or
more of the others. These would also be useful for the implementation of the type of graphs discussed in
the next section.

Research proposal in software technology 6:

Provide tools for the easy handling of such graphs in mainstream programming languages.

The Markup Fallacy

Markup languages are not a very central subject of computer science. For many humanists, however,
they seem to be the quintessence of the so-called Digital Humanities. In my opinion, they current usage of
markup in the handling of historical documents has two methodological weaknesses.

The first of these is rather straightforward: Embedding markup into a text goes directly against the
principle mentioned earlier, that a software system handling historical information “Represents the artifacts
as free from any interpretation as possible in the technical system ...”. On the surface that is violated by
some principles, which the TEI has propagated strongly in its early days, when markup should signal
meaning, not display features, resulted in the idea that e.g. italics should result in an <emph> </emph> tag.
As “meaning” is an interpretation, not a representation of the source, this violates my methodological un-
derstanding of historical research.

But there is a much more fundamental problem with this sort of markup, when one looks at it from
the point of view of processing historical data in information systems. “Markup” according to the current
paradigm, applies to text; adding explanatory or analytic comments to an image, a 3D reconstruction or any
other non-textual material is considered an “annotation”. (Though annotations have recently also appeared
related to text.) | can see no epistemological reason whatsoever, why texts and other forms of source repre-
sentations are handled differently.

In principle it is quite possible to define standoff annotations which provide a homogeneous solution
for one-dimensional (textual), two-dimensional (images) ... n-dimensional data. Indeed, in the context of
long-term preservation, we have proven that this is technically viable in one of my earlier projects [Thaller
2009].

However, while Desmond Schmidt [Schmidt 2009] has proposed a solution for preparing standoff
markup for a text, in a way which allows editing of the text independent of the markup, | am not aware of
any solution, which would allow this for a data object of higher dimensionality.

Research proposal in software technology 7:
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Develop a representation of “information objects”, where a data object of arbitrary dimensionality
can be combined with interpretative layers in such a way, that the data object can be changed without dam-
aging these layers.

There is a small caveat to be added to the above. All of these considerations relate to the situation,
where a source is converted by a 1 : 1 operation into a technical representation, be it a human transcription
or the scanning operation of an image. Despite the emphasis on leaving a source as undistorted as possible,
there is of course the need to handle data objects which represent attempts to create a common representa-
tion of more than one such object, e.g. the reconstruction of the commonalities between the witnesses of a
an abstract text surviving in different manuscripts. The “leave the source unchanged” principle should ap-
ply here as well. For such nonlinear texts the equation “one source is represented as a string, i.e., an array of
characters” obviously does not hold. I have myself proposed a model for representing texts not as arrays,
but as graphs [Thaller, 1993]. Similar situations may become important in the future in data objects of other
dimensionality, when the explosive spread of scanning techniques emphasizes more strongly the need to
represent relationships between families of images or other objects of higher dimensionality.

Conclusion

Information technology, as it is represented by the current technical mainstream, is built solidly upon
a number of assumptions which go back to the theoretical foundations of signal theory and the various
main areas of knowledge domains which have been important in the development of such technologies.
Information technology assumes, e.g., that information: is generated by processes, where the meaning of
the symbols used can always be enquired about from the sender; can be mapped unto crisp categories with-
in a small and in any case finite number of steps; fits into canonical data structures like graphs as supported
by current implementations of relevant libraries of functions. We have claimed, that information as it is
derived from historical sources, vulnerates all of these assumptions. The meaning of the symbols of such
information can not be verified with the sender, they will always carry a degree of uncertainty; the catego-
ries into which the can be mapped are inherently fuzzy and such mappings may require permanent re-
iterations; resulting in processes, which need extensions and generalizations of existing data structures and
the software supporting them. A number of concrete developments to achieve optimized support for the
handling of historical information under such conditions have been identified.
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Xo0Ts CyLIecTBYeT BCeoOlee COrIacHe O TOM, YTO MBI )KMBEM B «BEKE MHYOPMALMN», OTCYT-
CTBYeT Kakoe-mubo olliee ornpeaeseHre HEeHTPATbHOTO TepMUHA «HH(pOopManus». B pasHbIX nucum-
TUIMHAX MCTOJB3YIOTCS Pa3Hble KOHLEMNINH, KOTOphIe OOBIYHO OTPaXKalOT SMUCTEMOIOTHYECKUE J0-
MYLICHUS 3TUX TUCLUIUIMH. Y IUBUTENBHO, YTO BHYTPH MH(POPMALMOHHBIX MEXHON02Ul TUCKYCCHH O
NPaBUJIBHOM OIIPEIENICHUH 1 XapakTepe HHPOPMALUHU JOBOJIBHO PEAKH.

OpHa KoHIENUs UHPOPMAIMK HCIOIH30Bajach MOJA Pa3iWYHbBIMU Ha3BaHUsAMH — [lupamuaa
3HaHu#, JlectHuna 3uanuii, mooerr DIKW (data, information, knowledge, wisdom — nauusie, nxdop-
manus, 3HaHus, Mmyapocts) (Knowledge Pyramid, Ladder of Knowledge) — B pa3in4HbIX AUCIHIUIN-
Hax. Kopoue roBops, mpeamnonaraercs, 4ro MH(GOpManus JOKHA TOHUMATHCS KaK 4acTh HEepapXuu
TIOHSTHH, UCTIOJB3YEMBIX JJIsl YCBOCHHS M TIepelayi TOTO, YTO MBI HaOromaeM. DTa uepapxusi Haum-
HAeTcsl C OgHHbIX: HAIpUMeED, Yucio 22. KOrHUTUBHBIN areHT — 4eJI0BEK WM CUCTeMa IPOrpaMMHOro
o0ecrieyeHus - MOXKET NMpeodpa3oBaTh 3TO B UH@OpMayuio, UHTEPIPETUPYSI €€ B OOIIEM KOHTEKCTE.
Temmepatypa 22 © — 3TO HEUTO COBEPIICHHO OTIWYArOIIeecs: OT Bo3pacTa 22 yeT. ToT e caMblil niu
Jpyroil KOTHUTUBHBIN areHT MOXET MPEBPaTHTh 3TO B 3HAHUe, TIO3BOJIIOLICE HAIEKAIIUM 00pa3oM
pearupoBaTh Ha TaKyl0 HH(QOPMAIHUIO, KOTOpas 3aBHCUT OT YACHMHO20 KOHMEKCMA, XapaKTepHOIo
TOJILKO JUISL OJIHOTO areHTa: JIOCTATOYHO JIK MHQOPMAIMKA O TOM, YTO KOMHATa MMEET TeMIepaTypy
22°, 9T00BI CHATH MUKAK, TOJTHOCTHIO 3aBUCUT OT WHANBUAYATBLHBIX OCOOCHHOCTEH.

Tem He MeHee TeXHHYECKUE peUIeHus: npobieM ¢ nHpopMmauueil B NoJaBIsiomeM OOIbIINH-
CTBE OCHOBAHBI Ha HAJJISKAIIEM CIIOco0e 00pabOTKH daHHblX. DTO HEMHOTO YAUBUTEIBHO, TOCKOJIBKY
NIPU3HAHHBIA OTEl COBPEeMEHHBIX HH(pOpMaMOHHBIX TexHonoruit Kinox 3. [lleHHOH B cBOEH OCHOBO-
noJararoieit pabore coBepiieHHo sicHO roBoput [Shannon, 1948, p. 379], 4To ero TpakToOBKa TCOPUH
OOIIEHUs] OrPaHUYMBAETCS TOJBKO ACIIEKTOM YCIEIIHOrO OOMEHa CHTHajJaMH — JAaHHBIMH — MEXIY
TEXHUYECKUMH CHCTEMaMH, U MPOIecC KOMMYHHUKAIIMK BKJIIOYAET B ce0sl pa3InyHble CeMaHTHYCCKHE
Y KOHIIETITyaJbHbIE YPOBHH, OJJHAKO «3TH CEMAHTUYECKUE aCHEKThl KOMMYHHKALMN HE UMEIOT OTHO-
IICHHS K TeXHUYECKOoi mpoodaeme» [Shannon, 1948, p. 379].

Kpaiine npuckop6HO, 9TO BO BpeMs MOIyJISpU3ali WHXXEHEpHBIX pemienwii llleHHoHCca mis
KOMMYHHKAIIMOHHBIX TEXHOJIOTHI, KOTOphle, HECOMHEHHO, SIBIISIOTCSI OJHUMH M3 BOKHEUIINX TPE-
MOCBHIJIOK HAlllero BeKa WHQOpMAIMH, 3Ta Mojepauus Obljla OTMEHEHA, U CIOXKUIIOCH BIlCUaTIICHHE,
YTO MPOTPEcC, JOCTUTHYTHIH B 00pabOTKe JaHHBIX, MOT OBl OBITh HEMOCPEJCTBEHHO W HEMEJIEHHO
OTpayKeH MPOTrPeccOM Ha YPOBHSIX UHPOPMAIMH U 3HAHUSL.

Ha teopernueckoM ypoBHE 3TO 03HA4aeT, YTO OJHA U3 CAMBIX TJIABHBIX MeTadop, Onpeaeisio-
[IMX Halle MOHWMaHWe MH(POPMALMOHHBIX TEXHOJOTWH, HE OMMCHIBACT JOJDKHBIM OOpa3oM TO, YTO
JICJIal0T UCTOPUKH, Korjga oOpabareiBaroT MH(GOpMaiuoo. B moBceqHeBHBIX IpoIieccax OOIICHUS MbI
MCIIOJIb3YEeM Hallle TOHUMaHUE COBPEMEHHOTO COLMAILHOTO U KOHLENTYaJIbHOTO MUPa, COOCTBEHHOTO
COBPEMEHHOI'0 KOHTEKCTa, YTOOBI paciingpoBaTh COOOLIEHNS OT APYTHX JIIOAEH, pa3iessIonHX STOT

172



Information Technology, Information ...

KOHTEKCT. /{711 HICTOPHKOB COBPEMEHHBIM KOHTEKCT MPOIIIBIX BEKOB OBLT yTpadeH anpuopu. OHM UH-
TEePIPETUPYIOT JaHHBIE COOOIIEHUH, KOTOPHIMH OOMEHHBAJINCHh paHee, YTOOBl PEKOHCTPYHPOBATh
KOHTEKCTBHI PEIBIAYIINX EPHUOJIOB M OOIIECTB.

MoskeM i MBI IPUMEHHUTH TEXHOIOTHIO, CKPBITHIE TIPEATIOI0KEHHS KOTOPOH HApYIIAtOT KOH-
[ENTYyaIbHYIO0 OCHOBY, Ha KOTOPOH MBI paboTaeM? MBI, KOHEYHO, MOXEM, KOT/Ia HCIIOIb3YeM 3TO IS
BBITIOJTHCHUS 3a/1a4, HE OTHOCAIICHCS K MCTOPUYCCKUM HCCICIOBAHMSIM: JJIsi HAITUCAHHS CTaTeH,
HanpuMep. OJHAKO aHAJM3 HCTOPHUYECKUX HMCTOYHUKOB, 1O MOEMY MHCHUIO, SBJISIOIIUNCS TIO-
MpekHeMY 0oJiee BaKHBIM IS HCTOPUYECKHX MCCIIeIOBAHMIA, YeM TIaBHOE TIPe/ICTaBlIeHNE Pe3yIIbTa-
TOB, MocTpagaer. OJTHAKO MOXKHO 3aMETUTh, YTO JCHCTBUTEIBHO IMIMPOKUE M WHTCIUICKTYalbHO CTH-
MYJIMUPYIOIIUE JUCKYCCUM O TOM, YTO Takoe MH(OpMAIUs, ObLIN MOYTH COBEPIICHHO HEAKTYaJIbHBI
JUISL pa3BUTHS COBPEMEHHBIX WH()OPMAIMOHHBIX TEXHOJIOTHH, YTO YacTO MPHUBOIWIO K HENPEIBUICH-
HBIM BIICUYATIIIONINM MIPOPEIBAM, B TO BpeMs KaK TEOPETHUKH BCe elle 00CyKJalli MOCIeICTBUS Ooliee
paHHMX, CTOJIb )K€ HEOKUAAHHBIX JOCTHKECHUM.

OO0cyxneHne KOHIENTYalIbHBIX TpeOOBaHWN 00pabOTKM MH(OpPMAIMK B MPOIECCE MCTOpUIe-
CKOT'0 MCTOYHHUKO-OPHEHTHPOBAHHOTO MCCIIEIOBAHUSI UMEET CMBICH, CIIEIOBATEIHHO, TOIBKO €CITH MBI
MOKEM YKa3aTh C HEKOTOPOH TOYHOCTBIO, TJ€ TEXHOJOTHS, KOTOPOI MBI pacrojaraeM CerofHs, mpe-
HHTCTByCT NN OFpaHI/I‘II/IBaeT paccync):[eHmI B npeneﬂax COOTBCTCTBYIOHII/IX JUCIIUIIIINH. " XOT4 ITOJI-
HOE TEXHMYECKOE PEIICHHE TAKOW alalTHUPOBAHHOW TEXHOJIOTMH SIBISICTCS ACHCTBUTENBHO CIIOKHOM
3a/aveil, yka3aTh, IJile IMEHHO HEOOXOIMMBI HCCIICIOBAHUS U TEXHHUECKHE pa3paboTKH, BIIOJHE BhI-
nosHuMO. OtpesiesieHbl YeThIpEe TaKKe 00JaCTH AJIs UCCIICTOBAHUA.

Hckaxxkenue Busepa

Boiiiie Mbl yTBEPIKIaJIH, YTO BO BpeMst omysisipusaruu pabotsr [llennona [Weaver, 1949, p. 25]
B MH(OpMaTHKY OBIJIO BBEIEHO JIOKHOE YOEXKACHHUE, UYTO YIydIleHHe 00paboTKH JaHHBIX aBTOMAaTH-
YEeCKH YIy4IIUT 00paboTKy MHGOPMAIUK U JTaXe 3HaHWU. B pe3ynbTaTe y HaC ecTh (HopMamu3Msbl Jis
00pabOTKN TaHHBIX, KOTOPBIE MPUBEIH K AOCTYITHOCTH MHOTHX TIOBCEMECTHBIX PEUICHHUH IS CaMBIX
00IIMX ypOBHEH MpOrpaMMUPOBaHus NaHHBIX. OJHAKO pEIICHUs IS TEXHUYECKOW 0O0pabOTKH Mpo-
0JieM Ha JByX 00JI€¢ BBICOKHUX KOHIICTITYaJIbHBIX YPOBHSIX OOBIYHO COMPSKEHBI ¢ 0COOCHHOCTSMU Ya-
CTHUYHBIX PEIICHUH, KOTOPbIE YaCTO HECOBMECTHMEI.

UToOb! yIIydIUTE 3Ty CUTYAIMIO, MBI TIPE/JIaraeM UCCIIeJOBaHNE B ABYX HampasieHusx. C of-
HOU CTOpOHBI, peanmsanus npemiokenus Jesauua [Devlin, 1991] mo martemaTtnke wuH(GOpMAIWH.
C npyroii CTOPOHBI, IEPEOCMBICTICHHE MPEIIOIIOKEHUS O TOM, YTO HH(POPMAIIMOHHEIE CHCTEMBI 00pa-
0aThIBAIOT CTATHYECKUE CTPYKTYPHI TaHHBIX C MTOMOMIBIO JHHAMUYECKUX aJTOPUTMOB B HAIPaBICHUH
peEllIeHus, B KOTOPOM CTPYKTYPBI MOSIBJISIFOTCS TOJIBKO B BUJIE MOMEHTAJIBHBIX CHUMKOB B COCTOSIHUH
MOCTOSTHHO Pa0OTaroIMX aJrOpPUTMOB, OCHOBAHHBIX Ha 0000IIeHWU MHOM KoHienuuu Jlanredopca
[Langefors, 1973; Thaller, 2009, 345ff ].

JBouyHas omudKa

To, uTo 1U(PPOBBIE KOMIIBIOTEPHI IIOCTPOCHBI HA TBOMYHBIX YUCIIAX, PUBEIIO K HEPABUIBHOMY
MMOHUMAaHUIO TOTO, YTO BCE MPOrPaMMHUPOBaHUE 00A3aTEIBHO JOJDKHO OBITh TakKe ABOUYHBIM. B nei-
CTBUTEILHOCTH CETO/IHS MPAKTHUYECKU BO BCEX O0JIACTSAX MPUMEHEHUS HHPOPMAIIMOHHBIX TEXHOJIOTHIA
CYIIECTBYIOT PEIICHUS I MPUMEHEHHUsST 00Jiee COBEPIIEHHBIX JTOTHYECKUX MOJIENCH, KOTOPEIE B I1e-
JIOM Ha3bIBAIOT «HEYECTKMMHU» B MPH3HAHUK OPUTHHAIBHOW paboThl 3ame [Zadeh, 1965, 1975, 1978,
1999]. Tem He MeHee Takue MPUIOKEHHS OTISITh JKE CKJIECHBI TOJBKO BTOPUYHO HA OMHAPHBIX CTaH-
JAPTHBIX TEXHOJIOTHSIX U CO3AAI0T U3YMUTEITHFHOEC MHOYKECTBO MIUOCHHKPA3UH.

[ToaTomMy MBI BBICTYIaeM 3a MHTETPALMIO O0OOIIEHHBIX PEIICHUN B BBICIINE SA3bIKH IPOIpaM-
MUPOBaHUS Ul TPEX Karteropuii 3agad: (1) He4eTKoCTh B 0oJiee y3KOM CMBICTE, T.€. HEBO3MOXKHOCTb
MPHUJIATh YETKOE UCTUHHOE 3HAUCHHUE YTBEPXKIEHHIO; (2) mpucymas HETOYHOCTH CEMaHTHYeCKasi KOH-
LEMIHS, KaK Y «CTapUKOBY; (3) 3JIEMEHT, KOTOPbI KOHIENTYAIbHO SBISETCS CKAISPHBIM, HO BBIXOIUT
3a paMKH HallluX TeKYIINX TUIIOB AaHHBIX. HanmpuMep, ieHa ToBapa, JUIs KOTOPOH Yy HaC HET TOYHOTO
3HAaYeHUs, HO €CTh MUHIMYM U MaKCHUMYM, TUTFOC, BO3MOXHO, HAMEKH Ha PACIpe/IeICHUEe TOYEK JaH-
HBIX MEKIY HUMH.

Tynuk XoMcKkoro

O0paboTKa TEKCTOBBIX JaHHBIX KOMIIBIOTEpAMH HaXOAMJIAcCh IO/ CUIBHBIM BIMSTHUEM KOHIICH-
Tpaluy Ha CUHTAKCUCE, KOTOPBIX ChIrpall BAXKHYIO POJIb B IIEPBBIE OBl BBIUMCIIEHUM, HO B HACTOSIILIEE
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BpEeMsI SIBJISIETCS TIPETIATCTBHEM JUTSI JTyUIiel WHTETPalid CEMaHTHIECKOW 00pabOTKN B 0000IIICHHbIE
TEXHUYECKUE PEIICHHS, XOTS MOAEPKKa CEMAaHTHUECKOTO COAEPIKaHUS TEKCTOB — 3TO TIIABHOE Tpe-
OoBaHME AJIS1 HCTOPHYECKHUX UCCIICAOBAHHM.

AnbTepHaTHUBHBIN BBEIXO — IpencraBieHue Jlakodda n [>koHCOHA O TOM, YTO IIOHUMAHHE OC-
HoBaHO Ha Metadopax [Lakoff, 1980] — ctaHOBUTCS HE3aMETUTEILHO HHTYUTHBHBIM [UISI HCTOPHKA,
KOTOPBIH MBITAJICS TPOCMOTPETH 3HaUEHHE, CKPHITOE 32 HCTOPUIECKUMH TeKcTaMu. M uaest o Tom, 4to
BO3MOXKHOCTb CO3[aBaTh AacCOLMAIMUA MEXAy pa3dUuHbIMU TOHATHUSIMH, CMEIIMBATh IOHATHUS
[Fauconnier, 2003] Ha camoMm Jieiie SBISETCS OCOOCHHOCTHIO, OTIHYAOIICH YEeTOBEUSCKUN pa3yM ro-
paszzmo Oonee pyHIaMeHTaIBHO, YeM «i-13bIk» (I-Language) u yHuBepcanbpnas rpamMaTuka (Universal
Grammar) [Isac, 2008], oueHpb ybemuTeabHA IS TOTO KE UCTOPHKA.

OO0mas TexHr4YecKas MOoJAep KKa ISl TaKUX Mofeniell TpeOyeT MOIIep KU KiIaccoB rpadoB B
nH(pOpPMaTHKE, KOTOPBIE B HACTOSIIIEE BPeMsI OTCYTCTBYIOT.

Omudka pa3MeTkn

SI3pIKM pa3METKH He SIBIIOTCS LEHTPaJIbHBIM IpeaMeToM uHpopmatukd. OJHAKO MHOTHM T'y-
MaHHUTapusAM OHM KaKyTcd KBHUHTICCEHLMEH TaK Ha3blBaeMbIX LU(POBBIX TI'yMAHHUTAPHBIX HAyK.
Ha Mmoit B3risi, y HUX Ha TEKYyIIMH MOMEHT NP HCHOIB30BaHUH Pa3METKH B 00paboTKe UcTopuye-
CKMX JOKYMEHTOB UMEETCA JIBA METONOJIOIMYECKUX HEOCTATKA.

C onHOH CTOPOHBI, BCTPOCHHAS pa3MeTKa CKPBIBAECT Pa3AelcHHUE MPEICTaBICHNS UCTOYHHKA U
MHTEPIIPETALH €r0 COACP)KUMOr0, IOCKONBKY 00€ 3a1aud HEepa3phlBHO CMELIAHBI B COBPEMEHHBIX
cTaHgapTax koamposaHus, ocooerHo B TEI. C apyroil cTopoHbl, B HacToOsIee BPeMsl CYLICCTBYET
MIOJIHOE Pa3/eleHHE BCTPaUBaHWs MHTEPIPETALNil B TEKCT C MOMOLIBI0 Pa3METKH M IMPUMEHEHMSI WH-
TeprpeTanui Ko BCEM IPYTHM THIIAM JaHHBIX HA OCHOBE BHEITHUX aHHOTALMH.

s pemieHus 5THX ABYX Npo0ieM TpeOyeTcst TeXHUYeCKas MOAAepiKKa IS TOCIeI0BaTeIbHO-
r0 peleHus TYMMKOBOM pa3MeTKH, MPUMEHUMOM KO 6cem THUIIaM JAaHHBIX. KpoMe Toro, 11 noaaepx-
K{ TEKCTOB, KOTOPbIE OBbUIM IepeiaHbl HaM B ABYX WIH 00Jie€ YaCTUYHO NMPOTHBOPEUMBBIX BEPCHSIX,
MBI JTOJDKHBI 3aMEHUTHh HHCTPYMEHTHI 711 00pa0OTKH TEKCTa, OCHOBBIBAIOIIUECS HA MPEIIOJIOKEHHY,
YTO BCE TEKCTHI SBJISIOTCS JTMHEHHBIMU CTPOKaMH, Oosiee OOIIMM pelleHHEM, Peallu3yIolUM HX Kak
rpadsr.

Takxke KpaTKO YIOMHHAIOTCSI HECKOJIBKO JAPYTHX YIyUIIEHUI COBPEMEHHOW TEXHOJIOTHH.
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